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Dear Reader, 

 

It was in 1965 when Gordon Moore, co-founder of Intel, realized that the number of components in 
integrated circuits (ICs) had doubled every year since the invention of the IC in 1958. Moore was 
optimistic that this increase would continue for at least ten more years. It is amazing to see that ‘Moore’s 
law’ still describes the trend in the semiconductor industry after 55 years. This increase in performance 
has important consequences for all of us. Information technology is pervading all areas of our life. It has 
assumed a key function in areas as varied as communication, industrial production, transport, energy and 
environmental technology, health, and last but not least entertainment. When we now enjoy inexpensive 
electronic toys they use more computation power than was available for the first landing of Apollo 11 on 
the moon in 1969. Since the industrial revolution no other technology has accomplished such a 
pronounced growth. Yet we all know that exponential growth cannot continue forever. In the next decade, 
the development of IT systems will be dominated by two major trends  a continuation of the exponential 
increase in performance and efficiency (“Moore´s law”) by further down scaling, new materials, and novel 
device concepts  and additional functionalities (“More than Moore”) by the emergence of advanced 
concepts in, e.g., sensors and wireless transmission. Beyond this, new concepts of quantum information 
processes seem close ahead and are likely to bring new innovations in the field of future information 
technology. 

 
JARA-FIT is one of the drivers of this development and looks back to an exciting year. In June 2012 

RWTH Aachen and JARA were successful within the excellence initiative. RWTH Aachen’s plan to 
promote top level research by becoming an Integrated Interdisciplinary University of Technology was 
selected once again by the German Science Council and will be funded until 2017. RWTH plans to further 
sharpen its internationally visible scientific profile in close collaboration with the Jülich research center. 
Within JARA-FIT we are committed to further strengthen the close cooperation between Jülich and 
Aachen by creating joint institutes for Quantum Computing and GreenIT, which will bring the strategic 
planning in research, teaching and infrastructure to new levels. JARA-FIT and its researchers were 
successful in other areas as well. Several colleagues from Jülich and Aachen including Christoph 
Stampfer and Markus Morgenstern are part of the European Flagship Graphene, which plans to utilize the 
remarkable properties of this exciting material in novel applications. Rafal Dunin-Borkowski won an ERC 
Advanced Grant to develop techniques based on electron microscopy to image magnetic field with almost 
atomic resolution. Paul Körgeler was awarded an ERC Starting Grant to tailor Magnetic Molecules for 
Spintronic Devices. Furthermore a virtual institute for Topological Insulators was founded within JARA-
FIT. These novel materials attract the interest of several scientists, who are also active within a priority 
program of the German Science Foundation. We were also pleased to be able to share the exciting 
science with our international colleagues at the Nature Conference on the Frontiers in Electronic 
Materials, which was held in the Eurogress in Aachen and organized by JARA-FIT and the Nature 
Publishing Group. 

 
By now nanoelectronics is not only describing the research activities of more than 40 colleagues in 

JARA-FIT. Nanoelectronics is also becoming more visible in our teaching activities. New courses are 
developed and a master with specialization in nanoelectronics is now awarded by RWTH Aachen. To 
further strengthen the field, an IFF-Spring School for Quantum Information Processing was organized by 
David DiVincenzo.  

 
While we are reluctant to apply Moore’s Law to the development of JARA-FIT and predict its future, we 

are happy to look back at 5 years of continued growth and interaction within JARA-FIT.  

 

 Matthias Wuttig     Detlev Grützmacher 

 Scientific Director JARA-FIT    Scientific Director JARA-FIT   
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JARA-FIT in Headlines  
 

RWTH Aachen and JARA successful in the German Excellence Initiative 

For the second time in a row, RWTH Aachen University 
has succeeded in the Excellence Initiative by the German 
federal and state governments. On Friday, 15 June 2012, 
the Joint Commission of the DFG and the German Council 
of Science and Humanities had decided which projects 
would be funded in the second phase of the Excellence 
Initiative. The RWTH Aachen was successful in all of the 
three funding lines of the Excellence Initiative. In particular, 
its new Institutional Strategy, titled “RWTH 2020: Meeting 
Global Challenges. The Integrated Interdisciplinary 
University of Technology,” was confirmed by the 
authorization committee. RWTH wants to invest the funding 

amount of approx. 60 million € for the Institutional Strategy II into “excellent” activities. Four measures 
were defined within this scope: 

Measure 1 - Internationally Recognized Scientific Profile 

RWTH wants to advance its internationally recognized scientific profile by leveraging the strength of its 
core competencies in the engineering and natural sciences. Moreover, decisive steps will be taken to 
integrate the humanities, economics and medicine in order to tackle problems of great scientific, 
technological and societal relevance. To this end, RWTH will further strengthen the natural sciences and 
systematically promote interdisciplinary research. 

Measure 2 - JARA: Focusing Competences – Shaping the Future 

The Jülich Aachen Research Alliance (JARA) between RWTH Aachen and Forschungszentrum Jülich will 
continue the strategic cooperation that serves as a role model for uniting program and discipline-based 
research in Germany.  JARA will expand in dedicated fields by means of joint strategic planning of 
research, teaching and infrastructure development (JARA Institutes). 

Measure 3 - Place to Be 

Additionally, RWTH Aachen is implementing mechanisms to attract the world’s best and brightest 
researchers and students, thus creating an exceptional environment for learning, expanding and 
disseminating fundamental knowledge. 

Measure 4  - Corporate Governance and Structures 

The second funding phase introduces novel mechanisms of collaboration, competition, and administration. 
By establishing cross-faculty profile areas, interdisciplinary research concerning relevant issues of the 
future will be considerably strengthened. 

 

 

 

JARA-FIT partner in the                                                             Project:  

A new material takes off 
 
Graphene, the first truly two-dimensional material, is considered one of the most promising materials for 
future IT applications. This is mainly due to the unique material's properties: it is almost as hard and 
durable as diamond, but can be stretched like rubber. It outperforms copper as a conductor of heat and 
silicon as a conductor of electricity. It is virtually invisible, as it is composed of a single-layer of carbon 
atoms. It is chemically resilient, impermeable to most substances, and based on carbon, a readily 
available material. By now, graphene can be produced in large quantities, and possible applications are 
beginning to be developed: the material may be used as an “electronic ink” to produce electronic circuits, 
or provide the basis for foldable cell phone displays or lighter, enhanced tennis rackets. Planned are new 
ultra-fast transistors, superfast optocouplers, as well as new concepts for quickly rechargeable batteries, 
the sequencing of DNA strands, and even water desalination facilities. 

The EU-supported FET Flagship program “Graphene,” which is expected to receive funding in the amount 
of one billion Euros over a ten-year period, seeks to help turn several of these envisioned applications into 
reality. Now 74 institutions from academia and industry from 17 European nations have joined forces to 
establish international working groups for various research projects. 

In the first funding phase, RWTH Aachen University as a partner receives 1.44 percent of the funding 
sum, that is about 1.034 million Euros. AMO GmbH, which has close ties to the RWTH, specializes in 
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micro and opto electronics and receives 0.88 million Euros. This makes Aachen the largest partner of the 
research consortium in Germany. 

In the large-scale project, Markus Morgenstern will thoroughly investigate graphene and its defects at the 
atomic scale. Christoph Stampfer and Bernd Beschoten will investigate the possibility of using graphene 
for the transport of magnetic information in a spintronics paradigm, which promises a more energy-
efficient information processing than conventional technologies. Renato Negra from the Electrical 
Engineering Department seeks to develop graphene applications in high-frequency electronics, to open up 
utilization in the fields of communication technology, imaging, medical engineering, and sensor 
technology.  

 
JARA-FIT scientist Rafal Dunin-Borkowski received ER-C 

advanced grant from the European Research Council 
 
Rafal Dunin-Borkowski, director of the Ernst Ruska-Centre for Microscopy and 
Spectroscopy with Electrons and director at the Peter Grünberg Institute of the 
Forschungszentrum Jülich, has been awarded an Advanced Grant by the 
European Research Council (ERC). He received funding worth 2.5 million € 
over a period of five years for his project “Imaging Magnetism in 
Nanostructures using Electron Holography“ (IMAGINE). He wants to use the 
funds for the development of electron microscopy methods which allow the 
mapping of magnetic fields in the interior of materials at almost atomic 
resolution. Fundamental research in the field of nanomagnetism stands to 
benefit from the success of this project as well as application-oriented 
research. The objective of the project is to increase the spatial resolution of electron holography for the 
imaging of magnetic fields in crystalline materials to better than half a nanometre - which is approximately 
a factor of ten compared to current capabilities.  

 

JARA-FIT scientist Paul Kögerler received ER-C starting grant from the 

European Research Council  
 
The chemist Paul Kögerler, University Professor of Inorganic Chemistry at the RWTH Aachen University 
and visiting scientist at the Forschungszentrum Jülich, has received a Starting Grant from the European 
Research Council. The Starting Grant is given to top-level early-career scientists in order to offer them the 
opportunity to conduct fundamental research and establish or consolidate their own research team. Paul 
Kögerler succeeded in the competitive two-stage selection process and 
has received funding in the amount of approx. 1.5 million Euros over a 
period of five years. 
 
In his project on “Synthetic Expansion of Magnetic Molecules Into 
Spintronic Devices” (MOLSPINTRON), he sets out to tackle one of 
central difficulties in molecular spin electronics: the precise contacting of 
the particle. To do so he plans to utilize highly stable magnetic metal 
oxide nanomolecules, at whose surfaces the contacts can be made 
synthetically, i.e. with atomic precision, using both conductive and 
nonconductive interfaces.  

 

JARA-FIT is active on Topological Insulators  

In September 2012 a Virtual Institute for Topological Insulators (VITI) went into action. VITI is funded 
by the Helmholtz Association and brings together the Jülich key competencies in the field of topological 
insulators with those of RWTH Aachen University and Würzburg University. The Shanghai Institute of 
Microsystem and Information Technology, Chinese Academy of Science, participates as an international 
partner.  
 
The research conducted at VITI focuses on a new class of material recently discovered, so called 
topological insulators. In topological insulators the bulk of the material is insulating, while the edge or the 
surface is conducting. The scattering of charge carriers is basically forbidden, because of the very specific 
properties of the electronic states, i.e. the band structure. As a consequence, the electric conductivity is 
expected to be largely enhanced. This makes this new material system very promising for future high-
speed, low power consumption electronic devices. In addition, topological insulators are also very 
attractive to address fundamental questions in quantum physics.     
 
Topological insulators can be subdivided into two classes: Three-dimensional and two-dimensional 
systems. The former exhibits a two-dimensional metallic surface with a three-dimensional bulk insulator, 

© Peter Winandy 
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Frontiers in Electronic Materials:

Correlation Effects and Memristive Phenomena

Scientific Organization Committee

Jörg Heber, Nature Publishing Group
Rainer Waser and Matthias Wuttig,
RWTH Aachen & FZ Jülich, JARA -FIT
Yoshi Tokura, Tokyo University 
Darrell Schlom, Cornell University

Aachen, Germany

Eurogress Conference Centre

June 17th to 20th, 2012

while the latter two-dimensional system consists of conductive edge channels with an insulating two-
dimensional area. 

In 2-dimensional topological insulators 
based on layer systems the electrons 
flow at the edge. The magnetic property 
of the electrons, the spin determines the 
direction of the propagation. VITI will 
mainly focus on the three-dimensional 
counterpart, where the whole surface is 
conductive. 

VITI will mainly focus on three-dimensional topological insulators, i.e. Bi2Te3 or Be2Se3. The relatively 
large energy band gaps make these materials particularly interesting for room temperature applications.  
 

In the Virtual Institute different experimental groups from Jülich, Aachen, Würzburg, and Shanghai are 
collaborating closely in the field of material development, characterization and electron transport. The 
experimental work is supplemented by theory groups in Jülich, Würzburg, and Shanghai, which contribute 
to each of the experimental areas.  Within VITI high quality layers of Bi- and Hg-based topological 
insulators are produced by means of chemical vapor deposition, molecular beam epitaxy or alternatively 
by exfoliation of single crystals. The electronic surface states are studied by means of spectroscopy and 
transport measurements. Finally, the applicability of topological insulators for quantum electronic and spin 
electronic devices is assessed. Information about VITI activities can be obtained from the VITI webpage: 
www.vi-ti.de, or by contacting the speaker: Thomas Schäpers, Forschungszentrum Jülich.   
 
In 2012, the German Science Foundation also set up a priority programme on topological insulators 
(SPP 1666, speaker: Oliver Rader, HZB Berlin) with the aim to improve existing topological insulator 
materials, to investigate the basic properties and develop device structures as well as to find new 
materials and devise novel concepts. JARA-FIT were successful in receiving approval for 5 projects, 
namely 

Spin and charge transport in Bi-based topological insulators (Bernd Beschoten and Christoph Stampfer, 
RWTH Aachen University) 

First principles studies of electronic and transport properties of one-dimensional edge states of nano-
structured topological insulators.  (Gustav Bihlmayer, Yuriy Mokrousov, and Daniel Wortmann, 
Forschungszentrum Jülich) 

Spin scattering of topologically protected electrons at defects (Phivos Mavropoulos and Stefan Blügel, 
Forschungszentrum Jülich) 

Optimizing interfaces between topological insulators  and superconductors: Towards a local detection of 
Majorana fermions (Markus Morgenstern and Marcus Liebmann, RWTH Aachen University)   

Molecular-beam epitaxy of three-dimensional topological insulators (Gregor Mussler, Detlev Grützmacher, 
Forschungszentrum Jülich) 

 

JARA-FIT organised Nature Conference on the Frontiers in Electronic Materials 

From June 17 to 20th 2012, a Nature Conference on the Frontiers in Electronic Materials was held in the 
Eurogress in Aachen, organized by JARA and the Nature Publishing Group. It was the first Nature 
conference ever organized by a German university and the first on this topic. The initiative to organize 

such conference originated in the preparation phase of the SFB 917 
“Resistively Switching Chalcogenides for Future Electronics”. Rainer 
Waser and Matthias Wuttig felt that such an event in 2012 would provide 
an excellent platform to present the first wave of results of the SFB 917, 
and to put them into a wider perspective. In fact, the extension of the 
Nature Conference´s title, “Correlation Effects and Memristive 
Phenomena” promised to cover the most unusual and fascinating 
electronic phenomena that have emerged in recent years. These 
phenomena typically occur in oxides and higher chalcogenides and 
represent the hottest topics in solid-state research today. They comprise 
of strong electron correlation, multiferroicity, spintronic effects, 

topologically protected electron states, as well as unexpected effects at complex heterointerfaces. And 
they include superionic conduction and artificial photosynthesis, as well as resistive switching and 
memristive phenomena, based on nanoscale phase change and nanoionic redox processes. The 
organizers (who were Joerg Heber, Yoshi Tokura, Darrell Schlom, besides the initiators Rainer Waser and 
Matthias Wuttig) brought together leaders in these interdisciplinary fields to discuss breakthroughs and 
challenges in fundamental research as well as prospects for future applications. The conference attracted 
more than 500 participants from 25 countries of the world as well as numerous companies and 
organizations for display booths in the exhibition hall. 
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Following the format of the Nature Conferences, the 
emphasis was placed on the invited keynote talks. There 
were fundamental talks, for instance, about the new 
opportunities of atomically resolved electron 
spectroscopy by David Muller (Cornell Univ.) and about 
the often overlooked, decisive role of lattice defects by 
Joachim Maier (MPI Stuttgart). The focal area of 
memristive devices and systems aimed at the challenge 
of the ever increasing energy demand of the information 
technology in modern societies, and at concepts which 
hold the promise of reducing the energy consumption of 
non-volatile memories by two to three orders of 
magnitude (compared to Flash devices). As speakers 
such as Konstantin Likharev (Stony Brook), Masakazu 
Aono (MANA, Tsukuba), U-In Chung (Samsung Electronics), Stanley Williams (HP labs), and Stephen 
Elliot (Univ. Cambridge) pointed out, these concepts indeed may open the door to completely new, 
energy-efficient computational concepts – for example, based on neuromorphic computer architectures. In 
the area of multiferroic phenomena discussed by Nicola Spaldin (ETH Zürich), Jim Scott (Univ. 
Cambridge), and Ramamoorthy Ramesh (Berkeley) manifold details on the coupled ferroelectric and 

ferromagnetic ordering emerged from recent studies. In the field of electron 
correlation effects, novel experimental and theoretical methods significantly 
broadened the understanding as explained, for instance, by Bernhard 
Keimer (MPI Stuttgart), Elbio Dagotto (Univ. Tennessee), and Hidenori 
Takagi (Univ. Tokyo). Ionic liquid gating of oxide field effect devices have 
been exploited by Masashi Kawasaki (Univ. Tokyo and RIKEN), Peter 
Littlewood (Argonne Nat. Lab.), and Stuart Parkin in order to tune the near-
interface carrier densities over an unusual large range. And the 2-D electron 
transport at oxide heterointerfaces such as LaAlO3/SrTiO3 attracted a 
sustained field of interest as shown in the talks by, for example, of Jochen 

Mannhart (MPI Stuttgart), Guus Rijnders (Univ. Twente), Susanne Stemmer (UCSB), and Harold Hwang 
(Stanford Univ.).  
 
In order to provide a format between these keynote talks and the poster sessions, so-called nanosessions 
were created where the audience split into approximately a dozen of small 
groups to listen to brief oral presentations in front of a corresponding set of 
posters. Discussion leaders for the nanosessions were selected from the 
abstract submissions prior to the conference. Whilst being tiny events on 
their own allowing for stimulating, intimate discussions among scientists 
interested  in the details of the topics, the nanosession were kept open 
physically, creating a relaxed atmosphere and high flexibility for participants 
to be attracted by the numerous activities.  
 
The social programme of the Nature Conference included a guided tour of the Imperial Cathedral with the 
Palatinate Chapel of Charlemagne which is ranked by UNESCO among the World Heritage Sites and an 
organ concert in the Cathedral, prior to the conference dinner in the Coronation Hall of the medieval town 
hall of Aachen.  

 

European Workshop on Metalorganic Vapour Phase Epitxay in Aachen 

The 15th European Workshop on Metalorganic Vapour Phase Epitxay (EWMOVPE XV) returned after 26 
years to its birthplace in Aachen and was held at the Technology Centre in Aachen from June 2nd to 5th 
2013. Hosts of the workshop were the research alliance JARA (Jülich Aachen Research Alliance), the 
Peter Grünberg Institute 9 (Forschungszentrum Jülich) and the research group on GaN Device 
Technology (GaN-BET) at RWTH Aachen University. Traditionally 
the workshop is a meeting opportunity for the European scientific 
community involved in MOVPE – physicists, chemists, material 
science specialists and engineers from universities, research 
centres and from industry. Student participation is strongly 
encouraged in this workshop. A best student contribution award is 
granted.  

The current workshop was organized by JARA-FIT scientists Hilde 
Hardtdegen (Forschungszentrum Jülich) and Andrei Vescan 
(RWTH Aachen University). 
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Eight international speakers were invited to give overview talks on special 
challenges and future applications for MOVPE growth and characterization. 
All topics relevant to modern MOVPE were addressed, ranging from surface 
science to device development, from basic growth mechanisms to production 
issues. Ingrid Koslow (UCSB, USA) explained the relevance of strain 
relaxation in semipolar nitrides for LEDs and Carol Thompson (Argonne 
National Labs, USA) discussed in situ X-ray studies during growth to study 
metastable materials. Colin Humphreys (University of Cambridge, UK) and 
Jong Min Kim (University of Oxford, UK) reported on GaN LED growth on low 
cost large Si substrates and on diverse substrates such as glass, 
respectively. Stuart Irvine (OpTIC Technium, Glyndwr University, UK) 
presented the past, present and future challenges of MOCVD for solar cells. 
Massimo Longo (CNR-IMM, Unità di Agrate Brianza, Italy) discussed the 
deposition of phase change materials and nanostructures produced by 
MOCVD for non volatile memory applications. Kimberley Dick Thelander 
(University of Lund, Sweden) and Kirsten Moselund (IBM Research GmbH, 
Switzerland) reported on III-V nanowire growth and nanowire heterostructure 
devices for low power electronics, respectively. According to the format of the 
workshop all 92 contributed papers were poster presentations allowing lively 

and stimulating discussions during the four sessions. The technical programme was accompanied by an 
industrial exhibition comprising 18 companies. The title of the best student contribution was awarded to 
Andreas Winden from the Peter Grünberg Institute 9 (Forschungszentrum Jülich) for his paper “MOVPE of 
site-controlled pyramidal (Ga,In)N hetero-nanostructures for future single photon emitters” and to Mikhail 
Chubarov (Linköping University, Sweden) for his paper “Chemical vapor deposition of epitaxial 
rhombohedral boron nitride in the presence of small amounts of silicon”. The prestigious workshop 
attracted close to 200 participants from 20 countries and helped promote the scientific exchange in 
Europe and beyond. 

 

44. IFF Spring School: Quantum Information Processing in Jülich 

 

From the 25 February to 8 March 2013, Jülich hosted the IFF Spring School for the 44th time in its long 
history. Under the scientific direction of David DiVincenzo, the annual intensive course organized by 
members of the former Institute for Solid State Research (known as the “IFF”) was this year based on 
both fundamental and current issues in quantum information processing.   
Quantum information processing is an interdisciplinary area that has attracted growing interest over the 
past 20 years.  It describes the type of information processing and data transmission which is not based 
on the laws of classical physics, but rather on quantum 
mechanics.  This could enable new functionalities to 
emerge; for instance, quantum cryptography could make 
it possible to reliably transmit securely encoded 
messages, and the development of so-called quantum 
computers could significantly speed up the undertaking of 
certain types of computational processes when compared 
with conventional computers.  To this end, instead of 
using classical bits, data must be encoded in the form of 
quantum bits (known as “qubits”, units of quantum 
information), such as the polarization of a single atom, 
ion, electron or photon, for example.  Not only can they 
represent the classical binary data of zero and one, but 
also any amount of information in between.  Additionally they can communicate with each other.  In this 
way, many computational steps can be carried out at the same time, instead of strictly in sequence.It was 
the goal of the Spring School 2013 to provide both a comprehensive introduction to the basics of Quantum 
Information Processing as well as detailed insights into topics such as solid state qubits, informatics and 
qubits, and contemporary qubits.  
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A total of 275 undergraduates, Ph.D. students and young scientists travelled to Jülich to learn from and 
exchange ideas with some of the most internationally-renowned speakers from leading institutes and 
organizations in this area of research, such as Harvard University, MIT Lincoln Laboratory, the IBM 
Research Center Yorktown Heights, the HRL Laboratories in Malibu and many other universities and 
institutions. Apart from the excellent lectures and seminars, participants were also offered an interesting 
programme of extra-curricular events, including guided tours of a selection of Jülich laboratories, a visit to 
one of the largest surface mines in Germany, a guided tour of the city of Cologne, and of course 
invitations to the Welcome and Farewell dinners organized as part of the School’s activities at the campus 
lakeside restaurant. This year, the IFF Spring School kindly received support from the DAAD (German 
Academic Exchange Service), making it possible for several students from Egypt to take part in the 
School.    

Annual Week of BrainScaleS organised by JARA scientists 
 
From March 19 to 23th 2012, the Institute of Neuroscience 
and Medicine - 6: Computational and Systems Neuroscience 
hosted the annual “Week of BrainScaleS” conference with 100 
international participants on Jülich campus. BrainScaleS is an 
EU-funded Integrated Project cantered around the 
development of neuromorphic hardware. BrainScaleS is 
based on the previous EU FACETS project and laid the 
foundations for the upcoming EU Flagship “Human Brain 
project HBP”. The project advances three technology 
platforms: conventional supercomputing, dedicated digital 
massively-parallel hardware (SpiNNaker) and analogue VLSI 
technology. The role of the institute is the determination of constraints by the analysis of experimental 
data and the development of brain-scale models, the development of simulation technology for 
supercomputers, and the creation of interfaces and benchmarks for the neuromorphic hardware. 

 

UMBRELLA SYMPOSIUM with Israel Institute of 

Technology  

The 27th UMBRELLA symposium for the development of joint 
cooperation ideas was held at the Jülich Research Centre on 25 to 27 
February 2013. The symposium entitled “Nanoscale Physics and 
Chemistry as Drivers for Future Technological Developments” was 
organised by the ER-C and gave participants the opportunity to attend 
about thirty presentations by researchers from the Israel Institute of 

Technology, RWTH Aachen University, and Forschungszentrum Jülich. The symposium also provided a 
forum for the discussion of plans for collaborative research projects funded by the UMBRELLA 
cooperation.  
 
Sessions on topical issues of classical solid state research and on topics from the fields of energy and 
information technology focused on the characterisation and spectroscopy of interfaces and lattice 
imperfections in solids at atomic resolution, microscopy and spectroscopy of soft matter, self aggregating 
systems, correlated phenomena in solid state research, nanomaterials for energy research, 
nanoelectronics and future information technology, quantum information and computation. 
 

JARA-FIT scientists founded Spin-Off Company 

The spin-off company mProbes offers scanning probe 
microscopy solutions of highest performance. The products are 
based on the KoalaDrive® nanopositioner technology which 
was invented at the research center Jülich and makes 
scanning probe microscopy design ultra-compact and stable. 
Scanning probe microscopy solutions from mProbes allow integrating scanning probe microscopy to 
existing surface analysis or deposition systems and provide operation at low temperatures or high 
magnetic fields.  
 
A specialty of mProbes is the multi-tip scanning probe microscopy which allows expanding the capacity of 
scanning probe microscopy from imaging towards electrical measurements at the nanocale. The spin-off 
company mProbes GmbH (www.mprobes.com) was launched in 2012 by three JARA-FIT scientists and 
moved meanwhile to rooms in the Research Center Jülich and the Technologiezentrum Jülich. 
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Young JARA-FIT scientist won Einstein Slam 

Knowledge transfer in another way: explain a scientific topic in a few minutes to a wide audience in the 
most entertaining and easily comprehensible way possible – that is the aim of participants in the so-called 
“Science Slams”. Based on the model of poetry recital competitions found in literary circles and known as 
“Poetry Slams”, scientists are judged by the audience who evaluates the scientific content, ease of 
comprehension and the entertainment value of short presentations given by the largely young 
competitors. On 19 September 2012 at the “Einstein Slam”, part of the 2012’s science festival “Highlights 
from Physics” held in Göttingen, Robert Frielinghaus, a PhD student at the Peter Grünberg Institute of the 
Forschungszentrum Jülich was able to impress his listeners with his lecture. In less than ten minutes, he 
explained to an enthusiastic audience how current flows through microscopic nanostructures with the help 
of beer bottles and elevators, with humorous borrowings from Loriot. The audience selected him as the 
winner, and in addition, he was presented with a “Golden Albert” trophy, a palm-size bust of the famous 
physicist, the competition’s namesake.  

Young JARA-FIT surface physicist was honoured  

Dr. Giuseppe Mercurio of the Peter Grünberg Institute – Functional Nanostructures at Surfaces, who 
recently graduated at the RWTH Aachen University, has been awarded the prestigious Max Auwärter 
Prize for his dissertation. The Max Auwärter Award for students and young researchers is offered bi-
annually by the Max Auwärter Foundation in Balzers, Principality of Liechtenstein. It is open to university 
and research institution based scientists up to 35 years of age who have published significant work in the 
fields of surface physics, surface chemistry, or organic and inorganic thin films. The Prize was granted at 
the Annual Meeting 2012 of the Austrian Physical Society held in Graz. The award includes a certificate 
and a prize of 10.000 €. The subject of his PhD research was the interaction of organic molecules with 
metal surfaces. Her performed experiments at the European Synchrotron Radiation Facility (ESRF) in 
Grenoble by means of the Normal Incidence X-ray Standing Wave (NIXSW) technique. Giuseppe 
Mercurio also received the 2013 Excellence Prize of the Forschungszentrum Jülich, including prize money 
of € 5,000, for his outstanding contribution to surface physics. 
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New appointments 

Experimental Nanophysicist Christoph Stampfer  

Christoph Stampfer was appointed head of the II. Institute of 
Physics A at the Faculty of Mathematics, Computer Science and 
Natural Sciences at the RWTH Aachen University in April 2013. 
He studied physics and electrical engineering at Technical 
University Vienna, Austria and received his PhD degree from the 
Department of Mechanical and Process Engineering at ETH 
Zurich.  After a Postdoc stay at the Laboratory of Solid State 
Physics at the ETH Zurich he became JARA-FIT junior professor 
at the RWTH Aachen and the Forschungszentrum Jülich. 
Christoph Stampfer is working in the field of carbon-based 
quantum electronics. 

EUV specialist Larissa Juschkin 

Larissa Juschkin was appointed a professorship for Experimental 
Physics of Extreme Ultraviolet at the RWTH Aachen University in 
2012. She received her diploma degree in plasma physics from 
the Novosibirsk State University, Russia and her Ph.D. from the 
Ruhr-University Bochum, Germany. She worked as the R&D head 
at AIXUV GmbH on the development of EUV sources and 
systems for metrology. From 2006 to 2010 she was the EUV 
Technology group leader at the RWTH Aachen University, Chair 
for Technology of Optical Systems. In 2011 she joined the Plasma 
Spectroscopy Group at the University College Dublin and was 

working on the investigation of short wavelength radiation from laser produced plasmas with an emphasis 
on atomic processes in highly ionized ions. Her scientific interests and activities are concentrated on 
plasma based short-wavelength radiation sources and their applications, spectroscopy of highly ionized 
plasmas, EUV metrology and systems, surface and thin film characterization by spectroscopic 
reflectometry, EUV microscopy and lithography.She has received a Helmholtz Professorship to set up the 
collaboration with the Forschungszentrum Jülich.  
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JARA-FIT Members  
 

Prof. Dr. St. Appelt,  Lehrstuhl für Technische und Makromolekulare Chemie,  
 Lehr- und Forschungsgebiet Niederfeld-NMR (Methoden der NMR), RWTH Aachen 
  Zentralinstitut für Elektronik, Forschungszentrum Jülich  
 
Prof. Dr. H. Bluhm,  II. Physikalisches Institut C, RWTH Aachen 
 
Prof. Dr. S. Blügel,  Peter Grünberg Institut – Quanten-Theorie der Materialien, Forschungszentrum Jülich 

Institute for Advanced Simulation, Forschungszentrum Jülich 
 
Prof. Dr. T. Brückel, Peter Grünberg Institut – Streumethoden, Forschungszentrum Jülich 

Jülich Centre for Neutron Science, Forschungszentrum Jülich  
 
Prof. Dr. A. Böker,  Makromolekulare Materialien und Oberflächen, DWI an der RWTH Aachen 
 
Prof. Dr. D. P. DiVincenzo, Institut für Quanteninformation, RWTH Aachen 

Peter Grünberg Institut – Theoretische Nanoelektronik, Forschungszentrum Jülich 
Institute for Advanced Simulation, Forschungszentrum Jülich 

 
Prof. Dr. R. Dronskowski, Lehrstuhl für Festkörper- und Quantenchemie und Institut für Anorganische Chemie, 

RWTH Aachen 
 
Prof. Dr. R. Dunin-Borkowski, Peter Grünberg Institut – Microstrukturforschung, Forschungszentrum Jülich  

Ernst Ruska-Centre für Mikroskopie und Spektroskopie mit Elektronen 
 
Prof. Dr. D. Grützmacher, Peter Grünberg Institut – Halbleiter-Nanoelektronik, Forschungszentrum Jülich 
 
Prof. Dr. S. Grün, Institut für Neurowissenschaften und Medizin, Computational and Systems Neuroscience 

Forschungszentrum Jülich  
 
Prof. Dr. C. Honerkamp, Institut für Theoretische Festkörperphysik, RWTH Aachen 
 
Prof. Dr. L. Juschkin, Lehr- und Forschungsgebiet Experimentalphysik des Extrem-Ultravioletts, RWTH Aachen  
 
Prof. Dr. P. Kögerler, Institut für Anorganische Chemie (Molekularer Magnetismus), RWTH Aachen 

Peter Grünberg Institut – Elektronische Eigenschaften, Forschungszentrum Jülich  
 
Prof. Dr. U. Klemradt, II. Physikalisches Institut B, RWTH Aachen 
 
Prof. Dr. J. Knoch, Institut für Halbleitertechnik, RWTH Aachen 
 
Prof. Dr. P. Loosen, Lehrstuhl für Technologie Optischer Systeme, RWTH Aachen 

Fraunhofer-Institut für Lasertechnik, Aachen 
 
Prof. Dr. S. Mantl, Peter Grünberg Institut – Halbleiter-Nanoelektronik, Forschungszentrum Jülich 
 
Prof. Dr. M. Martin, Institut für Physikalische Chemie, RWTH Aachen 
 
Prof. Dr. J. Mayer,  Gemeinschaftslabor für Elektronenmikroskopie, RWTH Aachen  

Ernst Ruska-Centre für Mikroskopie und Spektroskopie mit Elektronen 
 
Prof. Dr. R. Mazzarello, Institut für Theoretische Festkörperphysik, RWTH Aachen  
 
Prof. Dr. V. Meden, Institut für Theorie der Statistischen Physik, RWTH Aachen 
 
Prof. Dr. Chr. Melcher, Lehrstuhl I für Mathematik, RWTH Aachen 
 
Prof. Dr. W. Mokwa, Institut für Werkstoffe der Elektrotechnik 1 – Mikrostrukturintegration, RWTH Aachen  
 
Prof. Dr. M. Morgenstern, II. Physikalisches Institut B, RWTH Aachen 
 
Prof. Dr. T. Noll, Lehrstuhl für Allgemeine Elektrotechnik und Datenverarbeitungssysteme, RWTH Aachen  
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Prof. Dr. A. Offenhäusser,  Peter Grünberg Institut – Bioelektronik, Forschungszentrum Jülich 

Institute of Complex Systems, Forschungszentrum Jülich  
 
Prof. Dr. E. Pavarini, Peter Grünberg Institut & Institut for Advanced Simulation, Forschungszentrum Jülich  
 
Prof. Dr. R. Poprawe  Fraunhofer-Institut für Lasertechnik, Aachen 
 
Prof. Dr. G. Roth,  Institut für Kristallographie, RWTH Aachen 
 
Prof. Dr. H. Schoeller, Institut für Theorie der Statistischen Physik, RWTH Aachen 
 
Prof. Dr. U. Simon, Institut für Anorganische Chemie, RWTH Aachen 
 
Prof. Dr. J. Splettstößer, Institut für Theorie der Statistischen Physik, RWTH Aachen 
 
Prof. Dr. C. Stampfer, II. Physikalisches Institut A, RWTH Aachen  

Peter Grünberg Institut – Halbleiter-Nanoelektronik, Forschungszentrum Jülich 
 
Prof. Dr. C. M. Schneider, Peter Grünberg Institut – Elektronische Eigenschaften, Forschungszentrum Jülich  
 
Prof. Dr. T. Taubner, I. Physikalisches Institut A, RWTH Aachen 
 
Prof. Dr. S. Tautz, Peter Grünberg Institut – Funktionale Nanostrukturen an Oberflächen,  

Forschungszentrum Jülich  
 
Prof. Dr. B.M. Terhal, Institut für Quanteninformation, RWTH Aachen  
 
Prof. Dr. A. Vescan,  Lehr- und Forschungsgebiet GaN-Bauelementtechnologie, RWTH Aachen 
 
Prof. Dr. R. Waser, Institut für Werkstoffe der Elektrotechnik 2, RWTH Aachen  

Peter Grünberg Institut – Elektronische Materialien, Forschungszentrum Jülich  
 
Prof. Dr. M. Wegewijs, Peter Grünberg Institut – Theoretische Nanoelektronik, Forschungszentrum Jülich  
 
Prof. Dr. S. Wessel, Institut für Theoretische Festkörperphysik, RWTH Aachen  
 
Prof. Dr. J. Witzens,  Lehr- und Forschungsgebiet Integrierte Photonik, RWTH Aachen  
 
Prof. Dr. M. Wuttig, I. Physikalisches Institut A, RWTH Aachen  
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JARA-FIT Institutes  
 

Systeme der Elektronik (ZEA-2), Forschungszentrum Jülich,  

Institut für Technische und Makromolekulare Chemie (ITMC), RWTH Aachen 

St. Appelt 

Our research revolves around spin order generation, the manipulation, measurement  and transfer of spin 
order by combining Hyperpolarization technology with Nuclear Magnetic Resonance (NMR) spectroscopy. 
Starting from states with high spin orders, like nuclear singlet states or highly premagnetized 
(hyperpolarized) spin systems, we investigate the field dependancy of the complexity, and thus 
information content, of corresponding NMR spectra in very low magnetic fields. Our research includes 
chemical synthesis as a means for substrate generation and optimization of spin order transfer, the 
development and construction of new hardware for mobile NMR spectroscopy as well as the investigation 
of the underlying quantum mechanical principles of coupled spins in low magnetic fields. 

 

Peter Grünberg Institut / Institut for Advanced Simulation – Quanten-Theorie der 

Materialien, Forschungszentrum Jülich 

S. Blügel 

The analysis and computation of electronic properties of solid-state systems relevant for basic science 
and practical applications in collaboration with experimentalists is the hallmark of our research. An 
important asset of our institute is the competence in developing conceptual and computational methods 
(density functional theory and beyond, wave-packet propagation, diagrammatic techniques). Emphasis is 
on the investigation of complex magnetism, magnetism in reduced dimensions, oxide interfaces and 
heterostructures, topological insulators, graphene, organic molecules in contact with metallic an insulating 
substrates, spin- and spin-orbit-dependent electronic transport phenomena, collective excitations and 
quasi-particles. A second research theme is nano-scale tribology, friction, adhesion, plastic deformation. 
Computational materials science research is established by combining first-principles results with 
macroscopic methods (molecular dynamics, Monte Carlo). 

 

II. Physikalisches Institut (IIC), RWTH Aachen 

H. Bluhm  

The research group is aiming to realize highly coherent two-level quantum systems in semiconductor 
quantum dots for quantum information processing. The group studies the physics governing these devices 
and pushes forward their technological development. Crucial techniques for high-speed control and 
measurement will be further improved, and multi-qubit systems will be designed, fabricated, and tested. In 
addition, the group is pursuing scanning SQUID microscopy at ultra-low temperatures for magnetic 
imaging and ultra-sensitive magnetic measurements on mesoscopic structures. 

 

Lehrstuhl für Makromolekulare Materialien und Oberflächen, DWI an der RWTH 

Aachen 

A. Böker 

The chair of Macromolecular Materials and Surfaces is part of the DWI an der RWTH Aachen. The DWI is 
an independent research institute affiliated to RWTH Aachen University focused on polymer / soft matter 
materials development with the mission of novel and active properties. Under the heading “Science for 
Innovation” we aim at a tailor-made surface functionality of soft materials, especially fibers, films, 
membranes, textiles, and biomaterials. Beyond knowledge-oriented, basic approaches, work at DWI is 
dedicated to the translation and implementation of this knowledge into application-oriented concepts for 
functional films and surfaces, antimicrobial polymers and surfaces, encapsulation and release, functional 
membranes, and biomedical devices. The major research topics at the chair of Macromolecular Materials 
and Surfaces include bioconjugate polymer materials, nanoparticle composites and guided self-assembly. 

 

Peter Grünberg Institut / Jülich Centre for Neutron Science - Streumethoden, 

Forschungszentrum Jülich 

Th. Brückel 

At the Institute of Scattering Methods, we focus on the investigation of structural and magnetic order, 
fluctuations and excitations in complex or nanostructured magnetic systems and highly correlated electron 
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systems. Our research is directed at obtaining a microscopic atomic understanding based on fundamental 
interaction mechanisms. The aim is to relate this microscopic information to macroscopic physical 
properties. To achieve this ambitious goal, we employ the most advanced synchrotron X-ray and neutron 
scattering methods and place great emphasis on the complementary use of these two probes. Some of 
our efforts are devoted to dedicated sample preparation and characterization from thin films and 
multilayers via nano-patterned structures to single crystals for a wide range of materials from metals to 
oxides. 

 

Peter Grünberg Institut / Institut for Advanced Simulation – Theoretische 

Nanoelektronik, Forschungszentrum Jülich 

D. P. DiVincenzo, group leaders E. Pavarini, M. Wegewijs 

The behavior of interacting electrons in nano-scale structures is a primarly focus.  The Kondo effect, 
involving the interaction of an isolated spin impurity with conduction electrons, or the formation and 
transport of high-spin complexes forming spin quadripoles, are particular areas of expertise.  Novel 
computational techniques permit accurate calculations with thousands of atoms, and in complex multi-
functional perovskites.  Correlated electrons also form the basis of the physical creation of qubits, and the 
coherence and dynamics of such qubits, and mutiqubit systems, is being investigated.  

 

Institute for Quantum Information, RWTH Aachen 

D. P. DiVincenzo, group leaders B. M. Terhal, F. Hassler, and N. Schuch 

The institute has a broad agenda of topics in the theory of quantum information. New principles for the 
implementation of quantum computation in noisy systems, particularly Fermionic many-body systems. 
This includes particularly the investigation of Majorana qubits realized in semiconductor nanowires. 
Protocols for fault tolerance in quantum computation are investigated. New applications of the theory of 
quantum entanglement for efficient classical simulations are developed. Detailed modeling of hardware for 
superconducting qubits and circuit-quantum electrodynamic structures is underway, in close collaboration 
with experiment.  

 

Lehrstuhl für Festkörper- und Quantenchemie und Institut für Anorganische 

Chemie, RWTH Aachen 

R. Dronskowski 

The institute is specialized in the fields of synthetic and quantum-theoretical solid-state chemistry, 
bordering with materials science, solid-state and theoretical physics, crystallography, as well as quantum 
and computational chemistry. In detail, we synthesize novel, sometimes extremely sensitive, compounds 
and elucidate their compositions and crystal structures by means of X-ray and neutron diffractional 
techniques. The characterization of their physical properties, that is electronic transport and magnetism, 
also plays a very important role. 
We regularly perform solid-state quantum-chemical calculations from first principles to yield the electronic 
(band) structures and, in particular, to extract the important chemical bonding information needed to 
thoroughly understand the interplay between chemistry and physics. Syntheses are theory-driven and 
experiments challenge theories.  

 

Peter Grünberg Institut – Mikrostrukturforschung, Forschungszentrum Jülich & 

Ernst Ruska-Centrum für Mikroskopie und Spektroskopie mit Elektronen 

R. Dunin-Borkowski 

The institute works on topical fields in solid-state physics. Strategically two directions are followed. Firstly, 
to make key contributions to the development and application of ultra-high resolution transmission 
electron microscopy, in particular to aberration-corrected electron optics for subangstrom structural and 
spectroscopic resolution. Secondly, to produce a number of selected material systems and to study their 
physical properties. Examples are high-temperature superconductors and the novel complex metallic 
alloys. The former provide the basis of our work on SQUID sensors and on ac-Josephson effect based 
Hilbert spectroscopy for the THz range. The head of the institute is co-director of the Ernst Ruska-Centre 
for Microscopy and Spectroscopy with Electrons. 
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Institute of Neuroscience and Medicine - Computational and Systems 

Neuroscience & Institute for Advanced Simulations - Theoretical Neuroscience, 

Forschungszentrum Jülich 

S. Grün together with M. Diesmann and A. Morrison 

Progress in the understanding of complex systems like the brain can only be achieved by integrating 
models on many different scales. The institute for Computational and Systems Neuroscience analyses 
massively-parallel electrophysiological data in their relation to behavior, maintains a network of 
experimental partner laboratories, and develops corresponding statistical tools. On this basis the INM-6 
develops multi-scale models of the brain, combining data-driven development of brain theory with the 
bottom-up approach of directly simulated structured networks, and the top down approach, mapping 
functional models of higher brain function to spiking dynamics. Substantial resources are devoted to the 
development of the required simulation technology. Close collaborations with partner laboratories in 
neuromorphic computing ensure that novel algorithms rapidly enter those devices and neurobiologically 
realistic benchmarks are evaluated. 

 

Peter Grünberg Institut – Halbleiter-Nanoelektronik, Forschungszentrum Jülich 

D. Grützmacher 

The institute’s research activities are based on its competence in semiconductor heterostructure and 
nanostructure research, both in fundamental and device physics as well as in material and process 
development. They address three major fields. (1) Si-CMOS technology: novel materials and new device 
concepts are used to drive CMOS to its limits. (2) III-V and III-nitride semiconductors: high frequency 
devices are developed up to and into the terahertz range. (3) Nanostructures for quantum electronics: 
devices based on the tunneling effect and ferromagnetic/semiconductor hybrid structures are investigated, 
the latter particularly in view of spintronic applications. 

 

Institut für Theoretische Festkörperphysik, RWTH Aachen 

C. Honerkamp, R. Mazzarello, M. Schmidt, S. Wessel 

The research groups in this institute study many-particle interactions in solids, ranging 
from quantum effects in magnetic systems over electron correlation effects leading to unconventional 
superconductivity and magnetism to the dynamics of structural phase transitions. Recent work has 
focused on interaction effects in graphene systems, topological insulators, pnictide high-temperature 
superconductors and chalcogenide phase-change materials. The powerful theoretical methods employed 
and developed here comprise quantum Monte Carlo techniques, the functional renormalization group, 
density-functional theory and molecular dynamics. 

 

Lehr- und Forschungsgebiet Experimentalphysik des Extrem-Ultravioletts, 

RWTH Aachen 

L. Juschkin 

The research in the field of extreme ultraviolet (EUV) radiation is a major contribution for nanoelectronics 
and future developments in information technology. At the Chair for Experimental Physics of EUV different 
aspects related to the EUV radiation are investigated ranging from generation and characterization of 
EUV, to wave propagation and light-matter interaction as well as developing new methods and 
applications. In combination of EUV interference lithography and the self-organized growth of 
nanostructures novel materials are prepared, and their properties are analyzed. Moreover, in cooperation 
with the Fraunhofer Institute for Laser Technology in Aachen different concepts of EUV sources are 
investigated. On the application side, a series of measurement procedures for which the specific features 
of EUV radiation can be used, for example, the EUV microscopy and spectroscopic reflectometry, are 
investigated. 

 

II. Physikalisches Institut (IIB) – Röntgenstreuung und Phasenumwandlungen,  

RWTH Aachen 

U. Klemradt 

Our research is centered at the investigation of nanoscale structures and fluctuations, with focus on 
nanoparticles, polymer-based nanocomposites and ferroic materials. Of particular interest are phase 
transitions in smart materials like shape memory alloys. The main experimental tools are X-ray scattering 
and acoustic emission spectroscopy. We use both laboratory tubes and synchrotron facilities for X-ray 
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experiments and operate a 6-circle diffractometer at HASYLAB (DESY, Hamburg), which is especially 
suited to the analysis of thin films. Core techniques are small angle X-ray scattering (SAXS), grazing 
incidence scattering (GISAXS and reflectometry), and photon correlation spectroscopy using coherent X-
rays (XPCS). 

 

Institut für Halbleitertechnik, RWTH Aachen 

J. Knoch 

The institute carries out research on semiconductor technology and device with a special focus on low 
power and energy harvesting technologies with the long-term vision of energy autonomous systems. To 
be specific, we work on nanoelectronics transistor devices based on Si- and III-V nanowires as well as on 
carbon nanotubes and graphene particularly aiming at a realization of so-called steep slope switches that 
enable a significant reduction of the power consumption of highly integrated circuits. In addition, the 
institute has broad experience in the science and engineering of Si wafer-based solar cells and also 
performs research on Si-based third generation photovoltaic cells. A combination of our know-how in 
micro- and nanotechnology with the solar cell technology is used to investigate and realize novel concepts 
for energy harvesting and storage based e.g. on efficient direct solar water splitting.  

 

Institut für Anorganische Chemie – Molekularer Magnetismus, RWTH Aachen & 

Peter Grünberg Institut – Elektronische Eigenschaften (Molekularer 

Magnetismus), Forschungszentrum Jülich 

P. Kögerler 

The Molecular Magnetism Group focuses on the chemistry and fundamental physics of discrete and 
networked magnetically functionalized inorganic molecules. Based on its experience with the control and 
understanding of magnetic characteristics of purely molecular origin, the group synthesizes magnetic 
materials based on transition metal clusters that exhibit a complex interplay of charge transport and static/ 
dynamic magnetic properties such as phase transitions, hysteresis, or quantum tunneling. To functionally 
combine magnetic state switching and charge transport in systems for FIT spintronic devices, the 
molecule-surface interface is addressed, in particular employing surface structure-directed coupling 
reactions to molecular aggregates, single-stranded molecular conductors, or 2D networks. 

 

Lehrstuhl für Technologie Optischer Systeme, RWTH Aachen (RWTH-TOS) & 
Fraunhofer-Institut für Lasertechnik, Aachen  

P. Loosen 

Extreme ultraviolet radiation (XUV, 1-50 nm, or EUV at 13.5 nm) enables new optical, analytical and 
manufacturing technologies because of its characteristic interaction with matter, its short wavelength and 
recent progress on light sources and optical components (e.g. EUV lithography). XUV tools are already 
deployed by the semiconductor industry, which significantly pushes the further development of XUV 
technology. Future applications which will support scientific progress in a variety of fields such as 
nanoelectronics or biotechnology are also within the scope of our research. Activities include structuring 
on a nanometer scale using interference lithography, XUV microscopy for imaging of dynamic processes 
or at-wavelength inspection of multilayer mask-blanks for hidden defects, and characterization of thin film 
coated surfaces using grazing-incidence reflectometry. 

 

Institut für Physikalische Chemie (IPC), RWTH Aachen 

M. Martin 

The institute’s research activities are based on its competence in the physical chemistry of solids with a 
special emphasis on defects and diffusion in inorganic solids, in particular oxides. Within JARA-FIT two 
major fields are addressed. (1) Ionic transport: transport of oxygen ions in the bulk, across and along grain 
boundaries and in space charge zones is investigated by means of secondary ion mass spectrometry 
(SIMS). (2) Electronic transport: amorphous and highly non-stoichiometric oxides are investigated 
concerning correlations between structure, electrical conductivity, and electronic structure. Insulator–metal 
transitions are studied with a view to applications in data storage. 
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GFE – Gemeinschaftslabor für Elektronenmikroskopie & 

Ernst Ruska-Centrum für Mikroskopie und Spektroskopie mit Elektronen 

J. Mayer 

GFE is a central facility of RWTH Aachen University and has state-of-the-art equipment in the fields of 
transmission electron microscopy, scanning electron microscopy, electron microprobe analysis, focused 
ion beam instruments and atomic force microscopy. GFE provides services for a large number of institutes 
from RWTH Aachen University and a broad range of industrial companies. In the field of information 
technology, GFE participates in research projects on nonvolatile memories and on nanoscale CMOS 
devices. The head of the GFE is co-director of the Ernst Ruska-Centre for Microscopy and Spectroscopy 
with Electrons and coordinates the RWTH user activities and contribution to the Centre. 

 

Institut für Theorie der Statistischen Physik, RWTH Aachen 

V. Meden, H. Schoeller, J. Splettstösser, M. Wegewijs  

The members of the institute are investigating the spectral and transport properties of low-dimensional 
quantum systems in contact with heat and particle reservoirs. The research focuses on the development 
of many-body methods for strongly correlated mesoscopic systems in nonequilibrium (quantum field 
theory and renormalization group in nonequilibrium) as well as on the application to experimentally 
realizable physical systems like semiconductor quantum dots, quantum wires (e.g. carbon nanotubes), 
and molecular systems. 

Lehrstuhl I für Mathematik, RWTH Aachen 

Ch. Melcher 

The research at our institute has a focus on nonlinear partial differential equations from mathematical 
physics and materials science. We are particularly interested in the emergence and dynamics of patterns 
and topological solitons in models from micromagnetics and Ginzburg�Landau theory. Using tools from 
functional and multiscale analysis, our aim is to capture the qualitative behavior of solutions to such 
complex theories and, if possible, to identify simpler models, whose behavior is easier to understand or 
simulate. 

 

Institute of Materials in Electrical Engineering I, RWTH Aachen 

W. Mokwa 

The institute´s research activities are focused on the development of micro systems for medical and life 
science applications. Main activities lie on coupling of biological systems to technical systems, 
development of "intelligent" implants and prostheses and micro fluidic systems for biotechnology and 
medical diagnostics. For the development of these systems silicon and thin film technologies, silicon 
micromechanics, micro electroplating, soft lithography as well as sophisticated packaging technologies 
are used in a clean room of about 600 m2.  

 

II. Physikalisches Institut (IIB) – Rastersondenmethoden, RWTH Aachen 

M. Morgenstern 

The research group develops scanning probe methods working in particular at low temperatures down to 
0.3 K and in high magnetic fields up to 14 T in order to investigate the electronic structure of interacting 
electron systems and systems relevant for nanoelectronic applications. Thereby, we exploit the advantage 
of mapping the electronic structure down to the atomic scale at an energy resolution down to 0.1 meV, but 
also use the scanning probes for the excitement of the systems under study. Current topics of interest are 
graphene flakes and monolayers, quantum Hall physics in III-V-materials, confined wave functions in 
quantum dots, artificial spin chains, nanomagnetic systems, and phase change materials. 

 

Chair of Electrical Engineering and Computer Systems, RWTH Aachen 

T. Noll 

The research group is working on developing semiconductor-based architectural strategies for high-
throughput digital signal processing, circuit concepts, and design methodologies, with a focus on energy-
efficient circuits. The group wants to contribute to the development of highly-integrated, massively-parallel 
architectures based on nano-electronic device concepts. Emphasis is placed on the issue of reliability and 
fault-tolerant design. 
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Peter Grünberg Institut / Institute of Complex Systems – Bioelektronik, 

Forschungszentrum Jülich 

A. Offenhäusser 

Our research aims for the application of micro- and nanoelectronics to brain and life sciences. Research 
activities focus on two main topics: electromagnetic sensing and bioelectronic hybrid systems. This 
requires a better understanding of the interactions between biological systems and electronic substrates 
and the development of new technologies, resulting in new concepts of the interconnection of biological 
matter to electronic probes, and novel approaches to study cellular functions at the micro- and nanoscale. 
Here, we aim at a better understanding of the physiological behavior and mechanisms of neuronal 
information processing and new tools for diagnostics and imaging. 

 

Institute of Crystallography, RWTH Aachen 

G. Roth 

The institute's research profile covers the topics synthesis, structure and properties of novel materials. 
The synthetic activities include the preparation of new or crystal-chemically modified compounds with 
interesting properties in bulk poly- or single-crystalline form. Crystal and magnetic structures are studied 
by powder and single crystal X-ray as well as neutron diffraction methods (outstation at FRM-II/Garching) 
with special emphasis on complex, defect dominated systems such as partially disordered, 
incommensurately modulated structures and composite crystals. Among the materials recently studied are 
superconductors (modulated CaAlSi), fullerenes (C70 high pressure polymer), spin-chain-compounds 
(vanadates and cuprates) and pyroxene-type multiferroics. 

 

II. Physikalisches Institut (IIA), RWTH Aachen  

C. Stampfer 

Our research activities are focused on (i) carbon-based quantum electronics, (ii) semiconductor-based 
spin-electronics, and on (iii) topological insulators. For instance, we focus on studying electronic and 
mechanical properties of carbon and Bi2Se3-based systems that have critical dimensions on the 
nanometer scale. Such structures approach the atomic scale and the ultimate limit of solid state 
miniaturization. In particular we investigate systems based on nanostructured graphene (a monoatomic 
sheet of graphite) and carbon nanotubes. Current interests include (i) developing advanced processing 
technologies for fabricating novel nanodevices, (ii) understanding new and interesting transport 
phenomena that arise in these devices, and (iii) learning how to control and detect the charge, spin and 
mechanical degrees of freedom in these systems. Potential applications include ultra-fast electronics, new 
spin-based nanoelectronic device concepts and applied quantum technology. 

 

Peter Grünberg Institut – Elektronische Eigenschaften, Forschungszentrum 

Jülich 

C. M. Schneider 

The institute is engaged in the study of electronic and magnetic phenomena in novel materials and is one 
of the birthplaces of magnetoelectronics. Present research concentrates on the fundamental aspects, 
properties, and control of spin-transfer processes. The activities cover several facets, e.g., the 
development of new magnetic materials or the engineering of interfaces to improve the spin injection 
efficiency. Further important research fields comprise nanomagnetism and nanospintronics, which may 
form a bridge to quantum information processing. To this end new techniques and procedures are being 
established. Spintronics is also firmly linked to the condensed matter program, providing access to and 
knowledge about new material classes for use in the spintronics activities of the present program. 

 

Institut für Anorganische Chemie (IAC), RWTH Aachen 

U. Simon 

Our research is devoted to functional metal and metal oxide nanostructures. One focus is the wet 
chemical tailoring and the characterization of ligand stabilized metal nanoparticles of different geometries, 
i.e. nanospheres, nanorods and hollow nanospheres, as well as distinct nanoparticle assemblies. On the 
one hand these nanostructures are investigated with respect to applications as molecular probes, e.g. in 
photoaccoustic imaging, or as actuators in biomedicine. On the other hand the utilization as fundamental 
building blocks in nanoelectronic devices is surveyed. Molecules exhibiting distinct functionalities, e.g. 
anisotropic conductance, or molecules allowing self-organization, e.g. DNA, leading to precisely  
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controllable nanoparticle superstructures are applied. Our characterization involves conventional 
techniques as IR, NMR, UV-vis, DLS as well as local probe measuring techniques, and investigations on 
the properties in biological environments.  

A further topic deals with the wet chemical synthesis of metal oxide and higher chalcogenide 
nanostructures, which are applicable as sensor materials, new electrode materials for batteries or as 
resistive switching elements. In the latter context chemically-based bottom-up approaches for the 
fabrication of resistively switching nanostructures are explored and aim at the understanding of the 
switching and its structural consequences of the resistive switching process by using individual 
nanoparticles as model systems. Furthermore, self-assembly and surface patterning techniques are 
applied to produce long range order of nanoparticles on solid supports. 

 

Peter Grünberg Institut – Funktionale Nanostrukturen an Oberflächen, 

Forschungszentrum Jülich 

S. Tautz 

Our research tackles fundamental issues in the quest towards functional nanostructures at surfaces, with 
a particular emphasis on nanoelectronics. Since our focus is placed on molecular materials, an important 
aspect of our work covers the structural investigations and spectroscopy of complex molecular adsorbates 
on metal, semiconductor and insulator surfaces. Based on these interface studies, the growth of thin films 
and nanostructures is investigated. Here, our work is directed towards hybrid materials, comprising both 
organic and inorganic components. Charge transport being the most important function in the context of 
nanoelectronics, transport experiments on single molecules and nanostructures round off our activities. It 
is a specific asset of our institute that we combine well-established surface techniques with the 
development of new experimental methods. 

 

Lehr- und Forschungsgebiet GaN-Bauelementtechnologie, RWTH Aachen 

A. Vescan 

The research activities of the GaN Device group are focused on the area of group-III nitride device and 
technology development. The activities include investigation and development of practical technological 
building blocks for electronic devices, but also address fundamental device issues and limitations. 
Currently, particular interest is given to high-frequency and high-power device applications, where scaling 
issues as well as robustness aspects are being investigated. Novel gate dielectric materials are being 
pursued and their interface properties to GaN are being investigated. Also, alternative heterostructure 
device concepts are being developed, aimed at enhanced linearity in high-frequency devices as well 
improved switching behavior in the high-power regime. 

 

Institut für Werkstoffe der Elektrotechnik 2, RWTH Aachen & 

Peter Grünberg Institut - Elektronische Materialien, Forschungszentrum Jülich 

R. Waser 

We focus on the physics and chemistry of electronic oxides and organic molecules, which are promising 
for potential memory, logic, and sensor functions. Our research aims at a fundamental understanding of 
nanoelectronic functions based on ferroelectricity, piezoelectricity, space charge effects, and 
electrochemical redox processes and at the elucidation of their potential for future device application. For 
this purpose, our institute provides a broad spectrum of facilities ranging from dedicated material 
synthesis, atomically controlled film deposition methods, molecular self-assembly routes, and integration 
technologies, to the characterization of processes, structures, and electronic properties with atomic 
resolution. 

 

Integrated Photonics Laboratory, RWTH Aachen 

J. Witzens 

The realization of photonic components and systems in Silicon allows to realizing complex integrated 
optical systems at the chip scale. The integrated photonics laboratory is working on the development of 
Silicon Photonics devices and systems with activities ranging from core device development, system 
integration, as well as integration with analog circuitry. 
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I. Physikalisches Institut (IA), RWTH Aachen 

M. Wuttig 

The institute’s research activities are focused on the development of novel materials for advanced 
optoelectronic applications. In particular, materials for optical and electronic data storage have been 
developed in the last few years. For this class of materials we developed design rules and an atomistic 
understanding of essential material properties. This work has enabled novel functionalities of phase 
change materials in applications as non-volatile memories. Organic materials are a second focus, where 
we work on routes to tailor material properties for optoelectronic applications ranging from displays, to 
solar cells and electronic devices.  
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Helmholtz Nano Facility 

 
The Helmholtz Nanoelectronic Facility (HNF) at the 
Forschungszentrum Jülich forms the central 
technological platform for nanoelectronics with an 
emphasis on “green microchips/computing” in the 
Helmholtz Association. It comprises a network of 
facilities, processes and systems for research, 
production and characterization of nano and atomic 
structures for information technology with high 
strategic importance for the Key Technologies 
research field and JARA. The HNF facilitates broad 
access to these technologies for universities, 
research institutions, industry and the direct transfer 
of knowledge to society.  
 

 

 
 
 

Facts and figures 

 

Timetable: Sept. 2013 in operation 
 
Processes for: 

 Si/CMOS 
 III/V 
 Biohybrids 
 Oxides, etc. 
 Masks 

 
Substrate Dimension: 

0.5 mm x0.5 mm up to 8” wafer 
 
 
Equipment: 
 
Cleaning 

Wafer cleaner 
Wet benches  
 

Thin Film Manufacturing 
Pfeiffer PLS 500 
Pfeiffer PLS 570 
Oerlikon SDS LLS EVO II 
Centrotherm LPCVD E1200 
Sentech PECVD 
Oxford PECVD 

 

 
 
 

Patterning: 
Electron-Beam Writer Vistec EBPG 5000plus 
Nanoimprintor Nanonex NX-2000 
Spincoaters 
Wetbenches 
Oxford AMR System 
2 Oxford Plasmalab 100 Cluster Tools 
2 Oxford Plamalab 100 
Sentech PECVD 
Oxford PECVD 
TePla Gigabatch 300 
AET Addax furnaces for Si/Ge or III/V 
Steag 2800 RTP furnace 
Tempress Oxidation Furnace (3 tubes) 
Centrotherm Oxidation Furnaces 
Süss Mask Aligners 
FEI Helios FIB 
Wet Benches 
 

Implanter: 
Axcelis Optima HDx 
Axcelis 8250 
 

Characterization 
Dektak Profilometer 
Ellipsometers 
FEI SEM 
Zeiss SEMs 
SIS AFM 
Automatic Resistivity Probe Veeco AP-150 
Microscopes 

 
 

 
See: www.hnf.fz-juelich.de 
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Strained Si nanowire complementary 
tunnel field-effect transistors for low 
power inverter circuits 

L. Knoll1, Q. T. Zhao1, A. Nichau1, S.Trellenkamp1, S. Richter1, A. Schäfer1, D. 

Esseni2, L. Selmi2, K. K. Bourdelle3, and S. Mantl 
1 Peter Grünberg Institut-9, Forschungszentrum Jülich, Germany  
2 University of Udine, Italy 
3 SOITEC, France 

 
Inverters based on uniaxially tensile strained 
Si nanowire (NW) tunneling field-effect 
transistors (TFETs) were fabricated. Tilted 
dopant ion implantation using the gate as a 
shadow mask allows self-aligned formation of 
p-i-n TFETs. Steep junctions formed by dopant 
segregation at low temperatures improve the 
band-to-band tunneling probability, resulting in 
high on-currents of n- and p-TFETs of 
> 10 µA/µm at VDS = 0.5 V. The subthreshold 
slope for n-channel TFETs reaches a minimum 
value of 30 mV/dec, and is < 60 mV/dec over 
one order of magnitude of drain current. The 
first strained Si NW complementary TFET 
inverters show sharp transitions and fairly 
high static gain even at very low VDD = 0.2 V, 
demonstrating the great potential of TFETs for 
ultralow power electronics. 

The switching behavior of metal-oxide-
semiconductor field effect transistors (MOSFETs) 
is primarily determined by the injection mechanism 
of the carriers from source to the channel. The 
thermal emission based injection principally limits 
the inverse subthreshold slope (SS) to 60 mV/dec 
at room temperature. Thus, the threshold voltage 
cannot be lowered without increasing the off-
current (Ioff) and the minimum drain voltage (VDD) 
is limited. Band-to-band tunneling field-effect 
transistors (TFETs) are very attractive for ultralow 
power applications because of their potential for 
overcoming the 60 mV/dec limit of the inverse 
subthreshold slope (SS) in conventional 
MOSFETs at 300 K [1]. For achieving high 
tunneling currents, new materials and novel device 
structures have to be implemented. 
Semiconductor materials with lower band-gap Eg, 
as well as high-k dielectrics, are needed. Tensile 
strained Si (sSi) which has a smaller Eg than Si 
improves the tunneling currents. Nanowire (NW) 
structures with multi-gates are preferred for TFETs 
since they provide improved electrostatics, and 
thus higher tunneling currents. Another critical 
technology step is the formation of optimized 
tunneling junctions in order to achieve a steep 
dopant profile. Implantation and rapid thermal 
annealing broadens the doped junctions and 
decreases the tunneling currents drastically. Due 
to these limitations, no complementary TFETs (C-
TFETs) and hence no inverters have been 

reported with Si technology. In this work we 
experimentally demonstrate a novel and simple 
method to make tunneling junctions by dopant 
segregation (DS) in sSi nanowire TFETs. With this 
technique we have fabricated C-TFETs with higher 
on-currents and better SS. 

 

FIG. 1: (a) Schematic of sSi NW TFET fabricated using 
tilted B+ and As+ ion implantation into epitaxial NiSi2 S/D 
contacts. Highly doped n+ and p+ pockets at the silicide 
edges are formed with IIS at low temperature. (b) SEM 
image of the NW array TFET; (c) XTEM image of single 
sSi nanowire with the gate stack. (d) XTEM cross section 
along the NW, indicating a perfectly aligned NiSi2 contact 
to the channel. 

Strained Si on insulator (sSOI) wafers with a 
biaxial strain of 0.8 % were used as substrate. 
After patterning the sSOI layer into NW arrays, the 
strain across the NW relaxes, while the strain 
along the NW remains. The elastic relaxation 
process yields to NWs with an uniaxial tensile 
strain along the wires. The gate stack consists of 
3 nm HfO2 layer and a 50 nm thick TiN metal gate. 
Epitaxial NiSi2 contacts at source/drain (S/D) were 
formed by silicidation of a very thin Ni layer 
(< 3 nm) on sSi at 700°C [2]. As a novel step, the 
S/D doped junctions were formed without 
additional implantation mask. The gate stack is 
used as a shadow mask for the tilted (45°/135°) 
As+ and B+ ion implants into the silicide (IIS), as 
illustrated in Fig.1(a). This allows the formation of 
perfectly self-aligned n+- and p+-pockets at the 
edges of NiSi2 S/D after a low temperature 
annealing (450°C) by dopant segregation. The 
implantations were carried out at energies of 1 keV 
for B+ and at 5 keV for As+, both with a dose of 
2×1015 /cm2. Fig.1 (b) shows a scanning electron 
microscopy (SEM) image of a section of the final 
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sSi NW array TFET. The cross section 
transmission electron microscopy (XTEM) image 
of Fig.1 (c) reveals a trapezoidal shape of the sSi 
NW with a thickness of only 7 nm and a base 
width of 45 nm. An XTEM image (Fig.1 (d)) 
prepared by focused ion beam cutting along the 
NW demonstrates the uniformity and perfect gate 
alignment of the silicide without encroachment into 
the sSi channel after completed processing 

 

FIG. 2: (a) ID-VDS characteristics of NW array p- and n-
TFETs showing high on-currents; (b) ID-VGS 
characteristics of sSi NW array C-TFETs, providing a 
minimum SS of 30 mV/dec for the n-FET. The ID-range 
SS < 60 mV/dec extends over one order of magnitude of 
ID (c) 

Fig.2(a) shows the output characteristics of the sSi 
NW C-TFETs. Comparatively, high on-currents of 
ION = 10.3 µA/µm (VGS = -1.2 V, VDS = -0.5 V) for 
the p-TFET and ION = 18.3 µA/µm (VGS = 1.6 V, 
VDS = 0.5 V) for the n-TFET were obtained, 
distinctly higher than for most reported Si TFETs. 
Obviously the great improvement stems from the 
IIS junctions. It is also remarkable to mention that 
the n-TFET shows a linear I-V on-set and good 
saturation at VDS > 0.5 V, while S-shaped 
characteristics, as typical for TFETs with non-
optimized junctions, were observed for the p-FET. 
Fig.2(b) shows the transfer curves of C-TFETs 
measured at 300K. As expected for homo-junction 
TFETs, ambipolar characteristics are observed. 
The n-TFET shows a much steeper SS than the p-
TFET, reaching a minimum SS ~30 mV/dec with 
an SS < 60 mV/dec range over more than one 
order of magnitude of ID, as displayed in Fig. 2(c). 
The gate leakage currents IG for the NW n-TFET 
are much smaller than ID as shown in Fig.2(b), 
demonstrating that the very small SS is not caused 
by the gate leakage current. The p-TFET shows 
only a minimum SS of 90 mV/dec with a slight kink 
in the ID-VGS characteristics, indicating trap 
assistant tunneling (TAT). The quality of the 
tunneling junction formed by IIS depends on the 
diffusion, activation and segregation of dopants, as 
well as defects remaining in the tunneling region. 
In the case of the As+ implanted junctions defects 
obviously remain after annealing at 450°C due to 
the heavy ion mass, leading to TAT with high 
tunneling currents but poorer SS. Obviously the B+ 
implanted tunneling junctions are of significant 
better quality. A comparison, with the InGaAs 
homo-junction TFETs reported by Intel reveals 
similar SS and IDS at very low VDS = 0.3 V for the 
NW n-TFET of this work [3]. Remarkably, the 
ION/IOFF ratio of the strained Si NW TFETs is 
significantly larger, presumably due to the larger 

band gap and the NW architecture. The applied C-
TFET fabrication process and the improved 
performance for sSi NW n- and p-TFETs, allows 
the realization of inverters. The corresponding 
voltage transfer characteristics (VTC) of the first 
TFET inverter is shown in Fig.3 (a) at different VDD. 
A sharp transition with wide noise margin was 
observed even at a VDD as low as 0.2 V. However, 
the nominal output voltage VOUT shows a 
degradation, indicated by VOUT < VDD at small input 
voltage VIN and VOUT > 0 V at high VIN. This 
degradation is caused by the ambipolar behavior 
of the C-TFETs, which will be addressed in more 
detail later. The corresponding inverter gains 

VOUT/ VIN at various VDD are displayed in the 
inset of Fig.3(a). A high gain of 57 was obtained at 
VDD = 1.2 V. Most remarkable, even at VDD = 0.2 V 
a gain of  3 is still achieved, indicating the 
potential of TFETs for low power applications. 

FIG. 3: VTC (a) and voltage gain (inset) for NW TFET 
inverters, functioning at VDD = 0.2 V. (b) Experimental 
and calculated VTC for NW TFET at VDD = 1 V. The 
calculation confirms that the nominal value of the high 
VOUT recovers to VDD = 1 V and the low VOUT approaches 
to 0 V as the ambipolarities in both the n- and p-type 
transistors are removed. 

We calculated the VTC of the inverter by adapting 
currents for both the n- and p-TFETs from the 
measured ID-VD data. Fig.3(b) shows, as expected, 
that the calculated VTC matches perfectly the 
measured VTC at VDD = 1.0 V. The degradation of 
the high nominal output voltage (VOUT < VDD at 
VIN < 0.5 V) is found to be mainly due to the 
strong ambipolarity of the n-TFET, while the low 
nominal VOUT which does not reach 0 V is caused 
by the ambipolarity of the p-TFET. To confirm the 
analysis, we calculated the VTC with suppressed 
ambipolarity of both, the n- and p-TFETs, by 
flatting the measured ID-VGS characteristics at the 
minimum ID in the off-states. As can be seen the 
high nominal output voltage recovers to 
VOUT = VDD = 1.0 V, and VOUT = 0 V at high VIN. 
The slow decrease of VOUT to 0 V in the calculated 
curve with suppressed ambipolarities is caused by 
the higher measured minimum currents of p-TFET 
at larger VDD. Future TFET inverters can be 
significantly improved i.e. by reducing the 
ambipolarity with low dose drain implantation and 
improved n+-junctions. Replacing As by P ion 
implantation lowers implantation defects while 
maintaining high interface impurity concentrations 
at low T. 

[1] A.M. Ionescu, H. Riel, Nature 479 (7373), 329-
337, 2011. 

[2] L. Knoll, Q.T. Zhao, S. Habicht, C. Urban, B. 
Ghyselen and S. Mantl, IEEE Electron Device 
Lett.31, 350-352, 2010. 

[3] G. Dewey et al. IEDM Tech. Dig., 785-788, 2011. 
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Lattice Dynamics of Nanocrystalline 
Silicon for Thermoelectric Application: 
Effects of Impurities 

T. Claudio Weber1,2 and R. P. Hermann1,2 
1 Jülich Centre for Neutron Science-2 and Peter Grünberg Institut-4, Forschungszentrum Jülich, Germany 
2 Faculty of Science, University of Liège, Belgium  
 
Silicon nanoparticles produced from the gas 
phase by microwave reaction have been com-
pacted by current and pressure assisted sin-
tering. The local atomic order in the obtained 
pellets has been investigated by pair distribu-
tion function analysis of high energy synchro-
tron radiation diffraction and their lattice dy-
namics was determined by means of ultra-
sound spectroscopy, heat capacity, and inelas-
tic neutron scattering measurements [1]. Struc-
tural and chemical analysis reveals 10 to 15% 
of amorphous SiO2 impurities located at the 
grain boundaries. The consequences of the 
nanostructuration and of the presence of these 
SiO2 impurities are both a reduction in speed 
of sound and the existence of additional vibra-
tional modes at low energy, i.e. a so called Bo-
son peak. A large decrease in thermal conduc-
tivity is observed but also a significant de-
crease in the electronic transport properties. 
Overall the thermoelectric figure of merit is en-
hanced only by a factor of three compared to 
bulk silicon. 

Silicon is potentially a very attractive material for 
thermoelectric energy recovery from waste heat, 
as it presents an excellent thermoelectric power 
factor when doped with boron or phosphorus. Sili-
con is an abundant and inexpensive element, envi-
ronmentally friendly and not toxic, unlike many 
other thermoelectric materials that are lead or tel-
lurium based. As it is passivated with a thin and 
stable oxide layer in air, bulk oxidation is avoided 
up 1000 °C. However, silicon has a very large lat-
tice thermal conductivity, which is a direct result of 
a very small unit cell and the stiff tetrahedral cova-
lent bonds. This large thermal conductivity negates 
the excellent power factor and prevents the use of 
Si as a thermoelectric material. Thus, mechanisms 
that can lower the lattice thermal conductivity are 
highly sought after. One such mechanisms is al-
loying with Ge, which results in excellent thermo-
electric properties, but is a rather costly approach. 
Alternatively nanocomposite materials can be 
used in order to fulfill the guiding principle for good 
thermoelectric “phonon glass, electron crystal” [2]. 
A drastic reduction in lattice thermal conductivity 
can be achieved, but the prepared nanopowders 
present a large specific surface that implies an ex-
treme sensitivity to oxidation and water uptake 
during processing. 

Silicon nanoparticles were prepared from silane by 
collaborators at the University of Duisburg-Essen 
by a plasma-assisted gas phase process inside a 
microwave reactor [3]. By variation of the mi-
crowave power, the plasma gases, and the silane 
concentration, spherically shaped crystalline parti-
cles with 22 and 30 nm diameter were obtained. 
Addition of phosphine to the precursor gas yields 
n-type doping by phosphorus [4]. The compaction 
of the nanoparticles to dense pellets by current 
and pressure assisted sintering was carried with 
large heating and cooling rates of 100 °C/min and 
at 1050 °C with 3 min hold time. In this study, no 
special care was taken to prevent samples from 
contamination with oxygen, and our structural and 
lattice dynamics investigation was aimed at under-
standing the consequence of this bottom up 
nanostructuration on the lattice dynamics, includ-
ing the effect of possible impurity phases. 

Microstructural analysis of the pellets was carried 
out by electron microscopy, x-ray diffraction, and 
pair distribution function (PDF) analysis of high en-
ergy synchrotron radiation diffraction. Firstly, this 
analysis reveals that the nanostructures are mostly 
retained in the pellets with moderate coarsening to 
30 and 40 nm grain size for the 22 and 30 nm pre-
cursors, respectively. Secondly, the SiO2 impuri-
ties observed by electron microscopy, can be 
quantified to ~10 and 15 mass-% by modeling the 
pair distribution function. Note that direct analysis 
of the diffraction pattern does not reveal the amor-
phous SiO2 impurities but that the short range cor-
relation peaks are observed in the PDF pattern, 
see Fig. 1. 

FIG. 1: PDF analysis. The large peaks and arrows 
indicate the inter atomic distances in Si and SiO2, 
respectively[1].(JCNS MUCAT 6IDD @ APS, Argonne). 
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Electronically non-alloyed state of a 
statistical single atomic layer 
semiconductor alloy 

Ph. Ebert1, S. Landrock1, Y. Jiang1, K.H. Wu3, E.G. Wang2, and  R. E. Dunin-

Borkowski1 
1 Peter Grünberg Institut-5, Forschungszentrum Jülich, Germany  
2 International Center for Quantum Materials, Peking University, Beijing 100871, China 
3 Institute of Physics, Chinese Academy of Sciences, Beijing 100080, China 
 
Using atomically and momentum resolved 
scanning tunneling microscopy and spectros-
copy we demonstrate that a two-dimensional 

(2D) 3 3 semiconducting Ga-Si single atomic 
alloy layer exhibits an electronic structure with 
atomic localization and which is different at Si 
and Ga sites. No indication of a formation of a 
new alloy band structure is present, as if no 
alloying happened. 

Alloying semiconductor compounds attracted wide 
attention, since the materials properties of the 
resulting semiconductor alloy can be continuously 
tuned by varying the composition. Hence one can 
engineer semiconductor materials with, e.g., inten-
tionally designed band gaps, lattice constants, 
and/or optical properties. This approach has a 
large technical and economical interest, as it is the 
basis for defining the wavelength of most optoelec-
tronic devices. For such applications it is crucial 
that the newly formed semiconductor alloy has 
spatially homogeneous properties, i.e., the original 
properties of the individual alloyed compounds 
merge into the desired new properties. This is 
generally assumed to be the case for most three-
dimensional compound semiconductor alloys [1]. 

With the ever shrinking dimensions of semicon-
ductor devices, the alloy layers are becoming 
increasingly thinner. Ultimately only monolayer thin 
alloy layers may be needed and then the concept 
of a homogenous alloy band structure, different 
from that of its alloyed compounds, needs to be 
reassessed. The sparse experiments suggest that 
the electronic structure of a single monolayer 
semiconductor alloy can be tailored by just mixing 
different atoms [2], whereas calculations yield a 
decoupling of the electronic states of the different 
atoms [3]. However, atom selective measurements 
are lacking thus far. Hence, the central question is 
if a 2D semiconducting alloy would always exhibit 
a merged new band structure in analogy to three-
dimensional semiconductor alloys, or if locally the 
different band structures of the constituent 
semiconductor compounds of the alloy persist. 

We present a 2D single atomic layer Ga-Si 3 3 
semiconductor alloy on Si(111) substrates as 
model system. Using atomically and momentum 
resolved STM and STS, we demonstrate that the 
electronic structure is atomically localized and 
different at Si and Ga atoms. No intermixing and 

formation of new alloy related electronic properties 
are observed, as if no alloying happened. This 
unmixed state is discussed in terms of the 
particular bonding structure of the two-dimensional 
alloy layer [4]. 

Figure 1a-f shows a series of atomically-resolved 
STM images acquired at different bias voltages of 
a 3 3 Ga0.8Si0.2 single alloy layer on a Si(111) 
substrate. Fig. 1g shows the atomic structure. 
Each maximum corresponds to one Ga or Si 
adatom forming the single atomic alloy layer. The 
maxima with a brighter contrast in Fig. 1a-d (red 
circles), arise from Si atoms. 

 
FIG. 1: (a)-(f) High-resolution STM images of a 3 3 
Ga-Si alloy layer on Si (111) obtained at different 
voltages. Si atoms exhibit pronounced contrast changes 
with voltage (example marked by red circles). (g) 
Schematic of the single atomic layer alloy structure with 
the dangling and back bond states indicated by green 
ellipsoids. The substrate atoms are shown in grey. 
 

Figure 2 shows the local differential conductivity 
dI/dV measured above different atoms as 
indicated in the inset. The black spectrum 
measured above Ga atoms furthest away from Si 
atoms (GaN2) exhibits a band gap of 1.2 eV. At Si 
atoms two highly localized orbital states appear at 
-0.9 and +0.45 V ( 1 and 2), which decay almost 
completely within one lattice constants. These 
states correspond to the three back-bond states 
towards the Si substrate and the pz-dangling bond 
above the Si atom (see Fig. 1g), respectively. 
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FIG. 2: Local differential conductivity dI/dV measured 
directly above Si atoms and above different spots with 
increasing lateral distance from the Si (I,GaN1,GaN2, 
indicated in the inset). The black spectrum measured 
above Ga atoms furthest away from the Si atom (GaN2) 
exhibits a band gap of 1.2 eV between the valence (EV) 
and conduction band edges (EC). With decreasing 
distance, two localized states appear ( 1, 2), which 
decay almost within one lattice constant from a Si atom. 

The dI/dV spectra above different atoms are not 
directly comparable since the Si adatoms stick out 
of the Ga plane [4]. This changes the tip-sample 
separation z. Hence, we turn to the decay into the 
vacuum of dI/dV~e-2 z with =2(2m0EB/ 2+|k|||

2)0.5, 
EB tunnel barrier, and k|| parallel wave vector of the 
tunneling electrons [5]. The red and blue symbols 
in Fig. 4a represent the inverse decay length  
measured at Si and Ga sites, respectively. The 
black dashed curve is  calculated assuming 
tunneling at the  point only (k|| =0). The values of 
 at Ga atoms are close to the calculated dashed 

line above +1 V, around -1.2 V, and -2 V. Thus, at 
these energies the tunneling electrons have no 
momentum and originate from or tunnel into states 
at the  point. At other energies the larger  values 
indicate tunneling with non-zero k||. The changes 
of  agree well with the 3 3 Ga and projected 
Si(111) band structures (Fig. 4b and c), respect-
tively. At negative voltages, the first states from 
which electrons can tunnel into the tip, are at EV of 
the Si substrate at -1 eV. These states are at the  
point, which is reflected by the small measured . 
At -1.3 V electrons tunnel from the valence band 
states of the 3 3 Ga layer at the edge of the 
Brillouin zone, resulting in large  values. With 
increasing negative voltage  and k|| decrease 
again in agreement with the valence band 
dispersion of the 3 3 Ga layer (Fig. 4b). At 
positive voltages, an analogous behavior occurs. 

The inverse decay lengths measured above 3 3 
Si and Ga atom sites exhibit striking similarities 
The overall shapes (peaks, decays etc.) are 
essentially the same. The main difference is the 
shift of the Si curve into the band gap. The 
similarity indicates a similar, but atomically 
localized, dispersion relation at Si and Ga sites. 

 

FIG. 3: (a) Inverse decay lengths  as a function of the 
voltage [4]. Red and blue symbols show the values 
measured above Si and Ga atoms, respectively. Note the 
shift of the red data points towards the band gap from 
both sides. The black dashed curve shows the calculated 
inverse decay length assuming tunneling at the  point 
(k||=0)6. (b) Band structure of a pure 3 3 Ga overlayer 
on Si(111) [7]. (c) Projected Si(111) bulk band structure 
[8]. 

Atomically and momentum resolved STM and STS 
show that a 2D single atomic 3 3 Ga-Si semi-
conductor alloy layer has an atomic localization of 
the electronic structure, which is different at Si and 
Ga sites. No electronic intermixing and formation 
of new alloy-related electronic features is found. 
This is in sharp contrast to the thus far observed 
merging of the constituents’ electronic properties 
into a new alloy band structure in 3D semiconduc-
tor alloys. The observed locality of the electronic 
structure can be explained by the particular 
bonding structure arising from the two-dimen-
sionality. The Ga and Si adatoms are only bound 
to Si substrate atoms through 3 back bonds (Fig. 
1g). No bonds exist within the 3 3 Ga-Si alloy 
layer. Without such intra-alloy layer bonds each 
alloy atom is an individual entity, whose electronic 
properties is governed by the bonding to the sub-
strate. Hence, no alloy band structure develops. 

[1] L. Ivanova, et al., Phys. Rev. B 82, 161201 (2010). 
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Integrated Silicon Photonics for Optical 
Communications and Biosensing  

J. Hauck, F. Merget, M. P. Nezhad, J. Richter, S. Romero-García, M. S. Sharif 

Azadeh, B. Shen, and J. Witzens 

Lehr und Forschungsgebiet für Integrierte Photonik, RWTH Aachen University, Germany 

Steady progress during half a century of 
development in silicon integrated circuits has 
resulted in fabrication techniques that allow 
the large scale fabrication of billions of 
transistors in a single chip and their 
miniaturization to deep submicron dimensions. 
The realization of photonic components and 
systems in silicon allows leveraging these 
extraordinary fabrication capabilities to realize 
complex integrated optical systems at the chip 
scale. High refractive index contrasts allow 
drastic miniaturization of optical devices and 
densely integrated systems; silicon technology 
results in low cost fabrication with the 
possibility to directly interface with electronics 
at the chip level. The primary application fields 
of Silicon Photonics are DataCom, i.e., the 
realization of low cost optical transceivers for 
High Performance Computing and Data 
Centers, Biosensing and Instrumentation. In 
this paper we report on two recent results of 
our lab: a silicon nitride based back-end 
photonic technology compatible with 
fluorescent sensing at visible wavelengths, 
that can be used to produce consumables for 
biosensing applications, as well as high 
performance silicon modulators for optical 
communications at near infrared wavelengths. 
 

Silicon Nitride Back-End of Chip Technology 
for Biosensing Application: Silicon nitride (SiN) 
and silicon dioxide (SiO2) are materials commonly 
used in the back-end of CMOS processes. This 
material system also satisfies the requirements for 
large-scale fabrication of integrated photonic 
biosensors. Its transparency in the visible domain 
is an important characteristic for several classes of 
biomolecular assays [1], such as fluorescence 
biosensors. The deposition of ultrathin layers of 
silicon nitride material enables the fabrication of 
waveguides that are especially attractive for 
evanescence field biosensors, where a large 
fraction of the guided light interacts with the top 
cladding: an aqueous solution with the substance 
to be sensed. We have addressed by design and 
experimental validation three important challenges 
of the technology [2-4]: First, we have 
experimentally demonstrated thin SiN waveguides 
(100 nm thick) that exhibit very low losses and 
allow tight bending for dense integration. We have 
measured propagation losses below 0.6 dB/cm 
and insertion losses below 0.05 dB per 90° bends 
with radii as small as 35 µm. These waveguides 
are the core of the biosensor and exhibit a good 
performance in an aqueous environment with 

fluorescence dyes (fig. 1). Second, we have 
designed and fabricated multimode interference 
couplers (MMI) for the light distribution network 
inside the chip. These structures have shown very 
high performance in terms of coupling efficiency 
(higher than 95%), low imbalance between output 
ports (less than 10%) and good fabrication 
tolerances (fig. 1).  

 

FIG. 1: Fluorescence image of an MMI splitter connected 
to an optical input port (center) and to 4 output ports. The 
inset shows the imaged interference pattern inside the 
MMI.  

         

FIG. 2: Silicon Photonics chip with MZI modulators 
optically connected to a fiber array (left) and electrically 
connected to an RF probe tip (right). 

Finally, we have developed laser to chip couplers, 
so-called grating couplers, that are compatible with 
spatial and angular alignment tolerance of free-
space optics in instrument grade opto-mechanics. 
Grating couplers enable dense integration since 
light can be coupled anywhere onto the chip, as 
well as wafer testing since wafers do not need to 
be diced prior to testing (fig. 2). 
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However, the fabrication of efficient and compact 
grating couplers in the SiN/SiO2 material system 
represents a great challenge as compared to more 
mature silicon based devices, due to the reduced 
index contrast ( n = 0.5) and the reduced 
thickness of the core layer required for evanescent 
sensing. We have been able to tailor the coupled 
beam profiles by means of a properly placed 
CMOS compatible metal reflector leveraging 
optical feedback (please refer to the references for 
details). 

High-Speed, Low-Voltage Silicon Modulators: 
The need for higher bandwidth, increased reach 
and lower power consumption in modern 
datacenters is an important driver for novel optical 
technologies. One of the key components of such 
optical interconnects is the electro-optical 
modulator. 25 Gb/s single channel data rates will 
be the industrial mainstream for the medium term. 
Particular emphasis in research & development 
has been placed in reducing power consumption 
and drive voltages. Direct interfacing of integrated 
optics with standard low voltage A/D and D/A 
converters is an important goal, both as a cost 
saving measure as well as to facilitate software 
defined optics and the resulting design flexibility. 
To date, modulators based on free-carrier 
dispersion in reverse biased pn-diodes have 
proven to be the most reliable devices in silicon 
based technology and have been recently 
commercialized. The modulation bandwidth and 
thus the achievable data rates of such modulators 
are limited by losses of the electrical transmission 
lines resulting from ohmic losses in the connected 
optical waveguides [5-6]. We have investigated 
two architectural improvements of the 
transmission line designs eliminating cross-talk 
between adjacent modulator arms and reducing 
ohmic losses, thus significantly increasing the 
modulation bandwidth [6]. A microscope image of 
the modulator is shown in fig. 3. The modulator is 
based on a 4 mm long Mach-Zehnder Interfero-
meter (MZI) architecture. Here, the light at the 
input of the modulator is split into two arms. Both 
arms incorporate a high-speed phase shifter. At 
the output of the modulator the light from the two 
arms interferes in a second coupling element. If 
the phase difference between the two arms is 0 or 
 the light will respectively interfere constructively 

or destructively, resulting in the light being 
transmitted or extinguished at the output of the 
interferometer according to the data stream. 

Figure 4 shows the electro-optical transmission 
characteristic as a function of RF frequency. The 
optical cutoff frequency of 22 GHz, i.e., the 
frequency at which the optical modulation 

amplitude (OMA) is reduced by a factor two, is 
amply sufficient to generate a 25 Gb/s signal. The 
required drive signal of 4V can be further reduced 
by sacrificing some optical signal strength or by 
implementing a longer modulator at the expense of 
additional optical insertion losses.  

 
FIG. 4: Electro-optic transmission characteristic of our 
optical modulators. 

Outlook: We are currently working on further 
reduction of drive voltage and optical losses of 
Silicon Photonics modulators as part of the BMBF 
funded SASER project. In the ERC project 
Frontiers of Integrated Silicon Nanophotonics in 
Telecommunications (FISNT) we are working on 
adding additional functionality, such as ultra-high 
quality factor resonators and parametric light 
generation, to monolithically integrated Silicon 
Photonics systems, as well as to develop optical 
interfaces enabling fully automatized, machine 
vision guided assembly of Silicon Photonics 
subsystems. 

 

FIG. 3:  Mach-Zehnder Modulator with advanced transmission-line design. 
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Synthesis of GeSn Semiconductors for 
Optoelectronic Applications 

S. Wirths, A. T. Tiedemann, B. Holländer, P. Bernardy, T. Stoica, G. Mussler, D. 

Grützmacher, S. Mantl, and D. Buca 

Peter Grünberg Institut-9, Forschungszentrum Jülich, Germany  
 
Ge based compounds of high quality offer a 
significant potential for the development of 
near infrared photonics and lasers. In this 
regard, GeSn alloys attracted lot research 
interest since for Sn concentrations above 
9at.% the transition from an indirect to direct 
band-gap semiconductor is predicted. Special 
precursors, like Ge2H6 and SnCl4 exhibiting low 
growth activation energies, are essential for 
the epitaxial growth of GeSn crystals with 
10 at.% Sn at temperatures as low as 375°C. 
Pseudomorphic GeSn layers were achieved by 
growing relaxed Ge buffer layers first in order 
to reduce the lattice mismatch compared to Si. 
All GeSn crystals exhibit high single crystal 
quality and ion channeling measurements 
indicate Sn substitutionality above 90%. 

A complete photonic integrated circuit on Si relies 
on the development of appropriate direct band-gap 
group IV semiconductors. Recently, theory and 
experiments indicated that the indirect 
semiconductor Ge can be band-engineered to a 
direct-gap material either by applying sufficient 
tensile strain or by alloying with Sn [1]. It has been 
predicted that a direct band-gap can be achieved 
in unstrained Ge0.91Sn0.09 binaries or in biaxial 
strained Ge grown on Ge0.9Sn0.1 buffer layers [2]. 
For such high Sn concentrations the conduction 
band minimum shifts from the L valley to the  
valley forming a direct band gap at the center of 
the Brillouin zone, i.e. the -point. However, 
synthesizing GeSn alloys with reasonable high Sn 
concentrations and high crystal quality is very 
challenging mainly due to the very low solid 
solubility of Sn (<1%) in Ge and the large lattice 
mismatch of 15 % between -Sn and Ge 
demanding non-equilibrium growth conditions.  
 

 

FIG. 1: (Left) sketch of a Ge0.9Sn0.1 crystal lattice. (Right) 
TEM micrograph of a 92 nm Ge0.935Sn0.065 layer grown on 
Si(100) and the corresponding FFT. 

 
FIG. 2: Angular channeling scan through the [011] 
direction of a partially relaxed 90 nm Ge0.935Sn0.065 layer 
on Si(100) grown at 400°C  and a bulk Ge crystal. The 
tetragonal and cubic crystals of GeSn and Ge, 
respectively are presented to indicate the ion scans 
directions and planes. 

For our growth studies, we employed an industry 
compatible metal cold-wall Reduced Pressure 
AIXTRON TRICENT® reactor with a showerhead 
technology for 200 mm wafers. The Ge virtual 
substrates (VS) and GeSn layers were grown on 
Si(100) wafers. The thin Ge epitaxial layers were 
grown using Ge2H6 while SnCl4 was added to the 
growth chamber for the GeSn epitaxy, which 
warrants reasonable growth rates at growth 
temperatures as low as 375°C [3].  

All GeSn layers grown on Si(100) at 375°C and 
400°C evidence a very homogeneous  distribution 
of the Sn atoms with concentrations between 10.6 
at.% and 6.5at.%, respectively measured by 
Rutherford Backscattering Spectrometry (RBS). 
Monocrystalline epitaxial growth with sharp 
interfaces is achieved as indicated in Fig. 1.  

We performed ion channeling angular yield 
measurements of the Sn backscattering signal 
with a high-precision goniometer using 1.4 MeV 
He+ ions at a scattering angle of 170°. For (001) 
samples, angular scans through the [001] sample 
normal and the [011] direction along the (100) 
plane were performed. Figure 2 shows the ion 
channeling angular yield scan of the Sn 
backscattering signal for a 92 nm Ge0.935Sn0.065 
layer. The position of the minimum represents the 
absolute angle [011] between the [001] sample 
normal and the inclined [011] direction. For cubic 
lattices like unstrained Si or fully relaxed GeSn, 
the angle between [001] and [011], for instance, 
has a value of 45°. Compressive tetragonal strains 
in GeSn/Si lead to smaller angles (45°- [011] )  
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with [011]  < ps  where ps denotes the 
maximum angular shift realized by the 
pseudomorphic GeSn layer. The sign of the shift is 

XRD-RSM around the (224) reflection of a lattice-
matched 50 nm Ge0.914Sn0.086 crystal grown on Ge VS. 
The inset presents the GeSn and Ge diffraction spots for 
a better comparison. 

negative for compressive strained layers and 
positive for tensile strained crystals. For symmetric 
(isotropic) biaxial relaxation, the amount of 
tetragonal strain and the degree of relaxation are 
related to the angular shift as:  

and . The measured angular 

shift of [011] = -0.26° corresponds to a residual 
tetragonal strain of 0.97% in the GeSn layer 
compared to the strain of 9.4% expected for full 
pseudomorphic growth on a Si substrate. This 
amounts to a degree of relaxation of about 90%. 
We note at this point that the misfit between Si and 
GeSn layers is larger than for most other 
semiconductor systems. Relaxation values 
between 85% and 92% are obtained for all GeSn 
layers directly grown on Si.  

As mentioned in the introduction, relaxed GeSn 
crystals are suitable to establish CMOS and 
photonic integration via tensile strained Ge. In 
order to allow optical gain, high crystalline quality 
of GeSn alloys is crucial. The use of a Ge virtual 
substrate reduces the lattice mismatch of GeSn 
with regard to Si which should substantially 
improve the GeSn crystal quality. Prior to GeSn 
growth, thin Ge virtual substrates with thicknesses 
of about 200 nm were deposited using Ge2H6 at 
425°C growth temperature. Minimum channeling 
yield values of 9% obtained for all GeSn layers are 
identical to the minimum yield of the Ge virtual 
buffer, suggesting that the virtual substrate quality 
is limiting the GeSn crystal quality. The coherent 
growth is demonstrated for a Ge0.914Sn0.086 single 
crystalline layer on Ge VS by RSM presented in 
Fig. 3. The Ge VS is partially relaxed (97%) in this 
case and the GeSn crystal is pseudomorphically 
grown with the same in-plane lattice constant as 
the Ge VS, see inset of Fig. 3. The increase of the 
out-of-plane lattice constant with respect to 
unstrained GeSn is in agreement with the elasticity 
theory, assuming the same elastic constants of 
GeSn and Ge. The high crystal quality is proven 
by the TEM micrograph in Fig. 4 for 30 nm 
Ge0.92Sn0.08 layer. 

 
 

FIG. 4: TEM image of 30 nm Ge0.92Sn0.08 layer grown on 
Ge VS. The inset presents the corresponding XRD 
rocking curve. These measurements prove 
pseudomorphic GeSn growth. 

Complementary XRD 2  scans (inset in Fig 4) 
show thickness fringes around the GeSn peak 
which demonstrates pseudomorphical growth of 
high quality layers with sharp interfaces. XRD-
RSM measurements exhibit identical in-plane 
lattice constants for the GeSn layers compared to 
the Ge VS accounting for fully strained layers.  

 
FIG. 5: Proposed band structure for a strained Ge and 
GeSn based LASER concept. 

The ability to grow different GeSn/Ge 
heterostructures and the high quality of our GeSn 
layers enable the design and realization of GeSn 
based lasers as shown in Fig. 5 using the 
theoretically direct band-gap tensile strained GeSn 
as laser active medium and GeSn layers as 
integrated resonators. 
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Growth and vertical integration of 
(Ga,In)N nanostructures for future 
single photon emitters 

A. Winden, M. Mikulics, D. Grützmacher, and H. Hardtdegen 

Peter Grünberg Institute-9, Forschungszentrum Jülich,  Germany 
 
Crucial technological steps are realized for 
future room temperature operation of III-nitride 
single photon sources (SPS). In this respect 
both the growth technology of positioned 
single InN nanopyramids capped by Mg-doped 
GaN and the device concept technology for 
singularly addressable nanostructures is 
presented. 

Light emitting diode structures with (GaIn)N based 
quantum dots as active material are expected to 
be extremely suitable for room temperature single 
photon emission in the telecommunication 
wavelength range, due to their appropriate band 
gap range and their large electronic band offsets in 
small nanostructures promoting quantization and 
strong carrier confinement. Secure and fast data 
transfer requires compact, electrically driven 
sources. They should exhibit efficient and narrow 
emission, their integration into a circuit should 
allow for the controlled emission of single photons 
upon electrical excitation.  

Up to now, neither material deposition technology 
nor circuitry fulfilled the requirements. Singular 
addressability and narrowband emission of the 
sources called for exact position and size control 
of low-density GaInN based quantum dots which 
the standard self-assembly fabrication method 

could not meet [1]. The growth method of selective 
area metalorganic vapour phase epitaxy (SA-
MOVPE) together with the integration of the SPS 
into a layout suitable for high frequency operation 
addresses the basic conditions for the envisaged 
application and will be dealt with in this report. A 
number of challenges were addressed. Among 
others, SA-MOVPE of the InN nanostructures with 
a large separation distance, optimal nanostructure 
size with respect to efficient narrowband emission 
and wavelength, a p-doped GaN cap on InN 
nanostructures and the provision of Ohmic 
contacts to the n- and p-doped GaN materials with 
sufficient contact transparency and without 
degradation of the structure’s basic optical 
characteristics. 

Initially, Si-doped GaN/sapphire templates were 
masked with 50 nm thick SiO2 layer which was 
patterned with a hexagonal array of apertures 
exhibiting an inter-hole distance of 3 µm and 
apertures down to 20 nm. Growth was carried out 
at 400 mbar using nitrogen (N2) as the carrier gas, 
trimethylindium (TMIn) and triethylgallium (TEGa) 
as the group III sources, ammonia (NH3) as the 
group V source and dicyclopentadienyl-
magnesium (Cp2Mg) as the p-dopant precursor. 
The optical properties were characterized by 

FIG. 1: (a) Selective area growth of InN nanopyramids and µ-PL spectrum of single InN nanostructure emitting in the 
telecommunication wavelength. (b) InN nanopyramids covered with p-GaN and µ-PL mapping at ~2.85 eV correlating to 
the DA transition of GaN:Mg. 
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micro-photoluminescence (µ-PL) studies at room 
temperature. Two different 10 nm thick top contact 
materials – Ni/Au and the intrinsically conductive 
polymer PEDOT:PSS – were employed. Their 
suitability as a top contact was studied by 
determining their resistance and their contact 
properties and using IV curve and DC dark current 
measurements, respectively. Additionally 
transmission/absorption experiments were carried 
out with both contacting layers (Ni/Au and 
PEDOT:PSS) at the 1550 nm wavelength to be 
used for future operation. 

It was found that a narrow growth temperature 
window around 650°C and a group V/group III 
precursor molar flow ratio of 4.4×104 lead to the 
selective growth of pyramidal shaped InN 
nanostructures [2]. The emission energy of single 
nanopyramids increases with the structure size 
and can be tuned to the desired emission 
wavelength by appropriately varying growth time 
and aperture size [2]. It was also observed that the 
full width at half maximum (FWHM) and the peak 
intensity of the emission diminishes as the 
nanopyramid’s size is reduced. Narrow band edge 
emission is recorded at ~0.72 eV for the smallest 
fully developed nanopyramids [cf.Fig. 1(a)].  

A less stable gallium source was chosen for the 
deposition of GaN at the same temperature as for 
InN nanopyramid growth. This temperature is 
350°C lower than for standard GaN growth and 
ensures that InN does not decompose. The 
approximately 10 nm thick p-doped GaN layer was 
grown without any interruption on the fully 
developed InN nanopyramids [cf. Fig. 1(b)]. Micro-
PL was recorded at the energy at which the donor 
acceptor pair emission band is to be expected for 
Mg as the acceptor. The studies reveal that its 
intensity follows the hexagonal pattern of the 
positioned nanostructures. Only these sites emit 
PL at this energy indicating successful p-doping of 
the GaN cap.  

A schematic of the vertical integration technology 
of a single p-GaN/InN/n-GaN nanostructure is 
presented in Fig. 2. The dielectric growth mask 
serves as a natural isolation between top- and 
bottom contacts and insulates the individual SPSs. 

After device technology optimization, the contact 
resistance of the top contact was found to be as 
low as 6.9×10-6cm2. A light transmittance of about 
72% and 89% was measured at 1550 nm for the 
metallic and conductive polymer contacts, 
respectively. No evidence for degradation or 
current collapse for both materials was found 
using a quasi-operation mode under 5V reverse 
bias for 1000h [cf. Fig. 3]. Due to gentle 
processing, the optical properties did not 
deteriorate during the integration.  

Our results demonstrate that all ingredients are 
now accessible towards room temperature 
operating, electrically driven InN based SPS 
emitting within the telecommunication wavelength 
range. 

This work was financially supported by the 
German Ministry of Education and Research 
(BMBF) within the projects QPENS and 
EPHQUAM. 
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FIG. 2: Scheme of the integration technology of a single
p-GaN/InN/n-GaN nanopyramid. After selective nano-
structure growth recessed Ohmic bottom contacts were
processed by various lithography, dry etching and
annealing steps. A thin semi-transparent metallic film of 
Ni/Au and p-conductive polymer PEDOT:PSS,
respectively, was used for the top contact. 

FIG. 3: (a) Integration of single p-GaN/InN nanopyramids 
into a device layout tested for HF operation [3]. Here, the 
top contact materials, 10 nm Ni/Au and 10 nm 
PEDOT:PSS were compared. (b) Test of both contact 
materials by DC dark current measurements using quasi 
operation mode under 5V bias voltage for 1000 hours. 
The lines are guides to the eye. 
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Bulk electronic structure of the dilute 
magnetic semiconductor Ga1-xMnxAs 
through hard X-ray angle-resolved 
photoemission 
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A detailed understanding of the origin of the 
magnetism in dilute magnetic semiconductors 
is crucial to their development for applications. 
Using hard x-ray angle-resolved 
photoemission (HARPES) at 3.2 keV, we 
investigate the bulk electronic structure of the 
prototypical dilute magnetic semiconductor 
Ga0.97Mn0.03As, and the reference undoped 
GaAs. The data are compared to theory based 
on the coherent potential approximation and 
fully relativistic one-step-model photoemission 
calculations including matrix-element effects. 
Distinct differences are found between angle-
resolved, as well as angle-integrated, valence 
spectra of Ga0.97Mn0.03As and GaAs, and these 
are in good agreement with theory. Direct 
observation of Mn-induced states between the 
GaAs valence-band maximum and the Fermi 
level, centered about 400 meV below this level, 
as well as changes throughout the full valence-
level energy range, indicates that 
ferromagnetism in Ga1-xMnxAs must be 
considered to arise from both p-d exchange 
and double exchange, thus providing a more 
unifying picture of this controversial material.  

Spintronic technology, in which data is processed 
on the basis of electron spin rather than charge, 
promises to revolutionize the computing industry 
with smaller, faster and more energy efficient data 
storage and processing. Materials drawing a lot of 
attention for spintronic applications are dilute 
magnetic semiconductors - normal 
semiconductors to which a small amount of 
magnetic atoms is added to make them 
ferromagnetic. Understanding the source of 
ferromagnetism in dilute magnetic semiconductors 
has been a major road-block impeding their further 
development and use in spintronics. Now a 

significant step to removing this road-block has 
been taken [1]. 

FIG. 1: With the HARPES technique, a beam of hard x-
rays flashed on a sample causes photoelectrons from 
within the bulk to be emitted. Measuring the kinetic 
energy of these photoelectrons and the angles at which 
they are ejected reveals much about the sample's 
electronic structure. Here the Mn atoms in GaMnAs are 
shown to be aligned ferromagnetically, with all their 
atomic magnets pointing the same way. 

ARPES is the most powerful tool to study the 
valence band electronic structure of solid, giving 
direct access to the k-resolved electronic bands in 
the direction parallel to the measured surface. In 
the widely used vacuum ultraviolet and soft x-ray 
regions (hv= 10-1000 eV) [2, 3] photoemission is 
surface sensitive due to the electron mean free 
path of 5-10 Å. This surface sensitivity is 
advantageous in case one is interested in surface-
relates features, however, it commonly disturbs 
the interpretation of the bulk related properties 
such as the magnitude of the fundamental gap or 
the shape of three-dimensional Fermi surface. The 
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only certain way to increase the electron mean 
free path, and in turn increase the bulk sensitivity, 
is to increase kinetic energy of the valence band 
electrons by increasing the photon energy. 

The recent advent of new high-energy third-
generation synchrotron facilities and the 
development of new high-energy electron 
analyzers makes it possible to attempt such novel 
angle-resolved experiments extending deep into 
the hard x-ray regime. The overall energy 
resolutions (down to 50 meV), as well as the 
angular resolutions of these newly-developed 
facilities (down to 0.2-0.3°) in principle make it 
possible to perform meaningful studies of 
dispersive energy bands up to e.g. 3-6 keV 
excitation energies [4]. A key advantage of such 
energies lies in increasing the inelastic mean-free 
path of the electrons by a factor of about 10-20, 
thereby markedly enhancing the bulk sensitivity of 
the measurement, and also permitting it to study, 
in some cases, deeply buried layers. 

 
FIG. 2: HARPES measurements and one-step theory for 
bulk GaAs and Ga0.97Mn0.03As at h_=3.2keV. a,c, Results 
of one-step HARPES calculations for GaAs (a) and 
Ga0.97Mn0.03As (c). b,d, Experimental HARPES data 
obtained for GaAs (b) and Ga0.97Mn0.03As (d). In b and d, 
the approximate positions of the repeated   points are 
indicated. 

We have used HARPES to study the differences 
between the bulk electronic structures of a parent 
semiconductor GaAs and a dilute ferromagnetic 
semiconductor derived from it, Ga1-xMnxAs with x 
= 0.03 [1]. Clear differences between the 
electronic structures of GaAs and Ga0.97Mn0.03As 
were observed, including smearing of the sharp 
band features, changes throughout the entire 
valence-band manifold, and the appearance of 
extra intensity at the VBM that extends up to the 
Fermi level. These changes are furthermore in 
excellent agreement with one-step photoemission 
theory. A further analysis of angle-resolved data 
near the VBM indicates additional states induced 
by Mn over roughly 0 - 0.4 eV binding energy. 
Finally, element- and orbital-projected DOS 
calculations are consistent with theory in showing 
significant Mn contributions over the 0 - 4 eV 
binding energy, and particularly near EF. Our 
results thus strongly favour a model of Ga1-xMnxAs 
in which there is no gap between the Mn-induced 
impurity band and the GaAs valence bands, with 
this band being centred about 400 meV below and 
weakly overlapping the Fermi level, and by 
implication suggest that the magnetism originates 
from the coexistence of the two different 
mechanisms discussed in previous papers – 
double exchange and p-d exchange, as recently 
suggested on the basis of theory.  
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Controllable Supercurrent and Inter-
ference Effect in Nb/InAs-nanowire/Nb 
Hybrid Devices 
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We report on the fabrication and 
measurements of planar mesoscopic 
Josephson junctions formed by InAs 
nanowires coupled to superconducting Nb 
terminals. The controllable doping of the 
nanowires provides to tune the Josephson 
properties of the junctions. We have studied 
the junction characteristics as a function of 
temperature, gate voltage and magnetic field. 
For junctions with high doping concentrations 
in the nanowire, Josephson supercurrent 
values up to 100 nA are found. Owing to the 
use of Nb as superconductor, the Josephson 
coupling persists at temperatures up to 4 K. In 
all junctions, the critical current monotonously 
decreased with the magnetic field as opposed 
to the standard Fraunhofer pattern. For the 
low-doped nanowire junctions, a full control of 
the supercurrent has been achieved by means 
of gate voltage. Furthermore, we have 
demonstrated, for the first time, a quasiparticle 
interference effect in the semiconducting 
nanowires by defining two well-defined 
superconductor/normal metal (or 
semiconductor) (SN) interfaces. 

One of the common goals in superconductor/ 
semiconductor hybrid devices is to fabricate 
Schottky barrier free contacts at the interface of 
the two materials. The natural formation of an 
electron accumulation layer on InAs surfaces 
prohibits the formation of a Schottky barrier. 
Therefore, this material became the most 
preferred one for semiconducting weak links in 
Josephson junctions. This unique property of InAs 
in combination with the bottom-up growth 
approach of nanowires enabled us to study the 
superconducting proximity effect in mesoscopic 
regime. On the other hand, owing to the higher 
critical temperature (Tc~9K) and magnetic field 
(Bc~3T) of the superconducting Nb compared to 
the conventional superconductor counterparts can 
offers the possibility to operate the junction at wide 
spectrum of the coupling regimes.  

The InAs-nanowires were grown by selective area 
metal-organic vapor phase epitaxy without using 
catalyst material. For n-type doping Si was 
incorporated during growth. The grown wires have 
typically diameters of 100nm and a lengths of 2-
3µm, cf. upper panel of Fig. 1(a). Detailed 

information about doping, crystal structure and 
normal state electrical characterization of the 
nanowires can be found elsewhere [1]. 

In order to contact the nanowires standard 
electron beam lithography was employed. The 100 
nm thick Nb layer was deposited via magnetron 
sputtering after cleaning/etching nanowires by Ar 
milling. We have used Ar milling both to clean the 
surface of the nanowire – to achieve a high 
contact transparency by covering the nanowire 
(see Fig.1 (a), lower left) – and also to completely 
remove the nanowire in the contact area by 
etching – in order to contact the superconductor 
only at both ends of the remaining part of the 
nanowire (see inset Fig. 2). 

FIG. 1: A. Scanning electron micrograph of the as grown 
nanowires with doping factor 500 (upper figure), a 
representative scanning electron micrograph of Nb 
contacted sample (lower left), schematic illustration of 
the junction layout (lower right). B. IV-characteristics of a 
highly doped device at various temperatures. C. Gate 
voltage dependent IV-characteristics of the junction with 
the low doped nanowire at 0.5 K, the arrow indicate the 
current bias sweep direction. D. Zero field normalized 
critical current Ic/Ic0 versus magnetic field B for a highly 
doped sample. The solid orange line represents the 
calculation according to the theoretical model [3]. The 
solid green line represents the calculated Fraunhofer 
patterns with corresponding junction area (upper x-axis).

Controllable Supercurrent: In Fig. 1(b) [2], the 
current-voltage (IV) characteristics at various 
temperatures between 0.4 and 4.8 K are shown for 
a sample with a highly doped nanowire. At 
temperatures T  4 K and small bias, a clear 
supercurrent is observed in the junction. As the 
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bias current exceeds a certain value Ic, the 
Josephson junction switches from the 
superconducting to the normal state. The critical 
current Ic measured at 0.4 K for the highly doped 
sample is about 100 nA. With increasing the 
temperature Ic is reduced. At T>4.5 K, the 
supercurrent is suppressed completely.  

The control of the doping concentration in the 
nanowires provides us to tune the supercurrent by 
the electric field. For such a low doped nanowires 
a full control of the supercurrent was achieved. In 
Fig. 1(c) [2] the IV-characteristics at 0.5 K are 
plotted for back-gate voltages between –20V and 
+15 V. At zero gate voltage, the measured Ic is 
about 2.8 nA, which is considerably smaller than 
the Ic of the junctions with the highly doped 
nanowires. The lower Ic is due to the fact that 
lower doped nanowires have smaller carrier 
concentration thus larger normal state resistance.  

 

FIG. 2: A. Differential resistance dV/dI against magnetic 
field for a temperature of 0.7K, two measurements 
(dashed green and continuous blue curves) are for the 
forward magnetic field sweep direction and one (red 
curve) for the reverse sweep direction, the constant bias 
current Idc = 150 nA is applied in addition to Iexc = 10 nA 
excitation current, inset figure shows the schematic 
representation of the etched junction.  

Owing to the large critical field of Nb, a Josephson 
supercurrent is maintained up to relatively large 
magnetic fields. The magnetic field was applied 
perpendicular to the substrate. Unlike Fraunhofer 
diffraction patterns in wide junctions, we have 
observed a monotonous decrease of the critical 
current Ic with magnetic field B, see Fig. 1(d) [2]. 
The monotonous decrease of Ic with increasing B 
can be explained within the framework of a 
recently developed theoretical model for the 
proximity effect in diffusive narrow-width junctions 
[3]. There, it is shown that for junctions with a 
width comparable to or smaller than the magnetic 

length , with 0 the magnetic flux 
quantum, the magnetic field acts as a pair-
breaking factor that suppresses monotonously the 
proximity-induced superconductivity in the wire 
and the critical current. As shown in Fig. 1(d) 
(orange curve), the theoretical calculation based 
on Ref. [3] for a representative highly doped 
sample is in a good agreement with the 
experimental values. 

Interference Effect: Usually SNS Josephson 
junctions are referred to as a circuit analogue of an 
optical Fabry-Pèrot resonator. Due to phase-
conjugated Andreev particles (electrons and 

holes), the SN interfaces play a role of “mirrors” 
which can be “moved” back and forth by changing 
the phase difference between two 
superconducting electrodes. This leads to Fabry-
Pèrot interference patterns. The normal metal (N) 
or semiconductor in between two superconducting 
electrodes plays the role of a resonator. Here, we 
have demonstrated for the first time a nanowire-
based quasiparticle interferometer. One of the 
most important perquisites to form an 
interferometer is well defined SN interfaces. As 
schematically shown in Fig. 2 (inset), a highly 
doped nanowire section underneath the 
superconducting electrodes is etched so that the 
electrodes are touching only both ends of the 
nanowire. Eventually, the phase-conjugated 
electron-hole quasiparticles form standing waves 
within two well defined SN boundaries. In the 
Andreev reflection process the phase of quasi-
particles is shifted by the superconducting phase 
at the NS interface. The constructive or destructive 
interference of quasiparticles can be created by 
changing the macroscopic phase of the 
superconducting electrodes. Here, we have 
controlled the phase of the electrodes by applying 
a perpendicular magnetic field. The measurement 
result of the resonance peaks are shown in Fig. 2. 
The measurements are performed by a standard 
lock-in technique with a 10 nA excitation current in 
addition to a 150 nA constant dc current which is 
slightly larger than the junction critical current. The 
corresponding voltage drop at this bias regime is 
around 0.08 mV which is considerably smaller 
than the superconducting energy gap =1 meV. 
Therefore, the junction can be considered as in 
quasistatic state in which the phase of the 
superconducting electrodes does not evolve with 
time [4]. At this bias regime three consecutive 
measurements have been performed in order to 
confirm the reproducibility of the measurement. 
Two measurements are performed for forward 
magnetic field sweep direction (blue and dashed 
green curves) and one measurement for the 
reverse magnetic field sweep direction (red curve).  
The resonance peaks are only appeared when the 
electrodes are in the superconducting state. When 
the magnetic field exceeds the critical field of the 
superconducting Nb (Bc~3T) the junction switches 
to the normal state in which the resonance 
conditions are destroyed.  
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Scanning tunneling microscopy with 
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Indium arsenide nanowires grown by selective-
area vapor phase epitaxy are used as tips for 
scanning tunneling microscopy (STM). The 
STM tips are realized by positioning the wires 
manually on the corner of a double cleaved 
gallium arsenide wafer with sub-µm precision 
and contacting them lithographically, which is 
fully compatible with further integrated 
circuitry on the GaAs wafer. STM images show 
a z- noise of 2 pm and a lateral stability of, at 
least, 0.5 nm on a Au(111) surface. I(z)-
spectroscopy reveals an exponential decay 
indicating tunneling through vacuum. 
Subsequent electron microscopy images of the 
tip demonstrate that the wires are barely 
modified during the STM imaging. 

Scanning tunneling microscopy (STM) is the most 
advanced tool to probe the local density of states, 
excitations including dynamics as well as 
fingerprints of correlations down to the atomic 
scale.  However, since the tip is typically metallic, 
all long-range correlations are effectively 
screened. Using materials with a charge density 
lower than a metallic tunneling tip (e.g. doped 
semiconductors) would partially resolve this 
problem and, in addition, might open the possibility 
of integrated circuitry directly at the tip.  One 
appealing possibility is to use the well-developed 
epitaxially grown semiconductor nanowires [1]. 

However, several challenges have to be overcome 
to reach this goal. Especially the preconditions of 
the same quality in mechanical stability, electrical 
characteristics and the possibility of atomic 
resolution as conventional metallic tips have to be 
achieved. To this end, we show that single InAs 
nanowires, known for their conducting surfaces 
without Schottky barriers[2], are suitable for STM 
tips. For the fabrication of our STM tips, we use 
InAs nanowires which are grown epitaxially by 
catalyst-free selective area metal organic vapor 
phase epitaxy [3,4]. The nanowires are n-doped 
(n 2 × 1018 cm 3 , µ 500 cm2 Vs) as determined 
by four-terminal transport measurements, have 
diameters of approximately 120 nm and are about 
3 µm long. As a support for the InAs nanowires we 
use a semi-insulating GaAs(100) wafer, which is 
glued to a stainless steel block to mount the tip 
either on a standard STM tip holder or in a 
protective frame for better handling. To prepare 
the InAs nanowire STM tips, we developed a 
technique described in detail elsewhere [5,6]. 

 

FIG. 1: (a) GaAs support with contacted InAs tip 
mounted on the STM tip holder. (b) SEM image (75°-
tilted view) of the STM tip before approaching a Au(111) 
sample. The small overhang of the GaAs support corner 
provides a tolerance of about 2.5° in angular adjustment 
accuracy of the nanowire with respect to the probed 
surface, still guaranteeing a protruding nanowire during 
the tip approach. (c) SEM image (top view) of the same 
nanowire after use as a STM tip on a Au(111) surface. 

For STM measurements, the support block with 
the processed InAs tip is mounted on the tip holder 
of a home-built room temperature STM system 
operating in ultrahigh vacuum (10 8 Pa). Using the 
geometry shown in Fig. 1(b), we estimate that the 
InAs nanowire will reach the surface of the sample 
first, as long as it is oriented perpendicular to the 
surface within a deviation of less than 2.5 °. In 
order to remove the oxide barrier at the end of the 
nanowire, Ar sputtering (ion energy: 0.3 keV) has 
to be applied in-situ before approaching the tip to 
the sample. Indeed, we did not achieve stable 
imaging without this sputtering step. The wires are 
firstly ion bombarded under two opposite angles of 
± 45° to the axial direction, for 30 min each, and 
afterwards at 0° for about 60 min. SEM pictures, 
recorded directly after sputtering, show an 
abrasion of less than 10 nm in diameter and length 
of the wire. 

STM images are recorded on a Au(111) crystal 
prepared by several cycles of ion bombardment 
(600 eV Ar) and annealing (450 °C). To approach 
the tip to the Au surface, we use a sample bias of 
+1V, safely avoiding tunneling into the band gap of 
the nanowire (tunnel current: 10 pA). Figure 2(a) 
shows an STM image of a single atomic step of 
the Au(111) surface. The well-known herringbone 
reconstruction is visible on both terraces. The STM 
image represents the raw data except that it has 
been flattened using a plane fit. The quality of the 
STM data is clearly seen in the line scan of Fig. 
2(b) revealing a height difference between the two 
terraces of (224 ± 26) pm, as determined using 
histograms of the z values on both terraces. This 
is in good agreement with the known value of 
235 pm. The width of the step obtained by 
averaging a few line scans is (0.6 ± 0.1) nm, which 
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can be regarded as an upper limit of the lateral 
resolution. In particular, it excludes that the 
nanowire oscillates laterally by an amplitude of 
more than 0.5 nm. This is an important finding, 
rather difficult to achieve, e.g., for carbon 
nanotube tips [7]. Forward and backward line 
scans exhibit a relative lateral shift of about 
(0.53 ± 0.07) nm, which is nearly identical to the 
shift observed by using PtIr tips, (0.65 ± 0.26) nm. 
The difference is probably due to a remaining 
creep of the piezo scanner. This excludes, in 
addition, a strong bending of the nanowire at the 
step edge or during the scanning process. 

FIG. 2: (a) STM topography of Au(111) (sample bias:     
U = +1V, I = 50 pA). Inset: STM images exhibiting atomic 
resolution (U = +1V, I = 10 pA) with red dots marking the 
atoms. The scale bar is 5 Å. (b) Line scan along the blue 
line in (a). Full red curve: forward scan, dashed black 
curve: backward scan. The relative shift of the step edge 
is 0.6 nm. Inset: zoom into the range from 5 nm to 8 nm.  

The noise level in z-direction is determined as the 
standard deviation from the mean value of several 
line scans recorded on the flat areas of the 
surface, i.e., in between the reconstruction lines 
[see inset of Fig. 2(b)]. It is z = 2.2 pm at a 
remaining current noise of I = 1.7 pA for a current 
of I = 50 pA. For a room temperature STM system, 
this excellent value points again to the high 
mechanical stability of the nanowire tip. Atomic 
resolution on the Au(111) surface has been 
occasionally observed. One example is shown in 
the inset of Fig. 2(a). The structure did not change 
by rotating the scan direction and varying the scan 
speed excluding that it is a measurement artifact. 
However, the atomic distance is about 5-10 % less 
than the known distance of Au(111), probably due 
to thermal drift. The apparent line structure of the 
atoms might be related to a tilted p-orbital at the 
end of the imaging nanowire.  

I(z)-spectroscopy results are shown in Fig. 3(a) 
revealing an exponential decay of the current with 
tip-sample separation, as expected for tunneling. 
The decay constant of = 6.17×109 m 1 is nearly 
identical to the one observed for W tips on 
InAs(110) [8], but slightly reduced with respect to 
metals probably due to surface band bending 
effects on the InAs surface. This implies a 
favorable low charge density at the tip surface. 
The dI/dU curve shown in Fig. 3(b) is recorded 
using a lock-in amplifier. It exhibits a reduced 
dI/dU signal within about 300 meV around the 
Fermi level as expected from the InAs band gap. 
Importantly, it strongly deviates from spectra 
expected on GaAs [9] (band gap: 1.42 eV) 
additionally evidencing that the InAs nanowire and 
not the GaAs support is used for STM imaging. 

 

FIG. 3: (a) I(z) curve averaged over 5 spectra recorded 
with the InAs tip (black squares) at different positions of 
the Au(111); stabilization at U = 1V, I = 100 pA; an 
exponential fit e 2 z with  = 6.17×109 m 1 (red line) is 
shown for comparison. (b) dI/dU(U) curve averaged from 
10 spectra; stabilization at I = 100 pA, U = 1V. 

In summary, we have fabricated InAs nanowire 
tips for STM measurements exhibiting a RMS z-
noise level of only 2 pm and a lateral resolution 
better than 0.5 nm. I(z)-spectroscopy reveals the 
tunneling characteristics of the tip and subsequent 
electron microscopy images show its stability 
during coarse approach and removal from the 
substrate. All these results show the good quality 
of STM imaging with a semiconducting nanowire in 
comparison to well-prepared metallic tips at room 
temperature in ultrahigh vacuum. The InAs tips are 
placed and lithographically contacted on a GaAs 
wafer opening the possibility for integrated circuitry 
directly at the tip.  

We thank Mike Pezzotta and Florian Muckel for 
technical assistance and acknowledge financial 
support by the excellence initiative of the German 
federal government. 
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A sample design that allows for quantum 
transport and transmission electron 
microscopy (TEM) on individual suspended 
nanostructures is used to investigate 
moderately n-type doped InAs nanowires 
(NWs). The nanowires were grown by 
metalorganic vapor phase epitaxy. Universal 
conductance fluctuations in the nanowires are 
investigated at temperatures down to 0.35 K. 
These fluctuations show two different 
temperature dependences. The very same 
nanowire segments investigated in transport 
are subsequently analyzed by TEM revealing 
crystal phase mixing. However, we find no 
correspondence between the atomic structure 
of the wires and the temperature dependences 
of the conductance fluctuations.  

Self-assembled semiconductor nanowires (NWs) 
like InAs NWs receive a considerable interest as 
possible candidates for future nanoelectronic 
devices as well as for model systems for the study 
of various fundamental quantum effects [1,2]. 
However, there are two factors inherent in the 
device geometry that greatly influence standard 
transport experiments and result in an 
experimental fingerprint for each NW. First, the 
high aspect ratio and enhanced surface 
conduction lead to an increased sensitivity to the 
environment. Second, a usually unknown defect 
distribution individual for each nanowire is used to 
explain many quantum interference effects and 
transport phenomena [2,3]. 

In our work, we use a sample design where 
individual InAs nanowires [3] are suspended 
across holes in a Si3N4 transmission electron 
microscopy (TEM) membrane [4,5,6]. The NWs 
are subsequently contacted and universal 
conductance fluctuations (UCFs) are measured at 
cryogenic temperatures [7]. We find highly 
reproducible fluctuation patterns and clear 
temperature dependences as we do not have any 
substrate influence in our suspended geometry. 
Two distinct temperature dependences of the 
phase coherence length are observed in a set of 
four wires. We correlate these transport data with 
the atomic structure of the NWs obtained in a 
successive TEM measurement on the very same 
wire section. 

Four as-grown NWs were mechanically removed 
from the growth substrate with an In needle and 
selectively placed across holes of a TEM 
membrane [5]. Individual Ti/Au contacts were 
defined by electron beam lithography. A typical 
device is given in Fig. 1 [6]. Transport 
measurements were performed in a He-3 cryostat 
with a standard lock-in technique and TEM images 
were acquired in an FEI Tecnai F20 at 200 kV 
acceleration voltage. 

The magnetoconductance fluctuates as a function 
of the magnetic field at low temperatures as shown 
in Fig. 2(a). This variation in magnetoconductance 
can be attributed to UCFs. The fluctuation patterns 
reproduce themselves with exponentially 
decreasing amplitude upon increasing the 
temperature. This can be explained with the 
phase-coherence length l  being shorter than the 
contact separation for T>1 K. It can be determined 
from the correlation field BC, defined as the half-
width at half maximum of the autocorrelation 
function. It is 

)./(0 CdBl  

Here, 0=h/e denotes the magnetic flux quantum, 
d the wire diameter and  is a proportionality 

Fig. 1 Scanning electron micrograph of wire A with a 
schematics of the configuration used in the transport 
measurements. Scale bar is 1 µm. The color scale of the 
secondary electron yield is inverted for clarity. 
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constant determined from the saturation at low 
temperatures and the contact separation [2,7]. 

We observe two distinct dephasing rates of l  upon 
increasing the temperature as shown in Fig. 2 (b). 
We obtain l ~T-0.5 for wires A and B while l  in 
wires C and D decays with T-0.3. 

The origin of the different temperature 
dependences is unclear at this point. We can 
neglect all detrimental substrate effects due to the 
suspended geometry of our samples. Thus, this 
origin can only lie within the structure of the wires 
themselves. The devices show no difference on 
the length scales accessible in scanning electron 
microscopy. Thus, we take advantage of our 
sample design and use TEM to investigate if the 
atomic structure of the wires has an influence on 
the UCFs and on the different dephasing rates of 
l . 

Here, we present a direct mapping of the crystal 
phases along the current flow (see right part of 
Fig. 3 (a)) and correlate the phase mixing with the 
transport data of the very same wire. We evaluate 
the typical wurtzite segment length and, therefore, 
the potential fluctuation periodicity in Fig. 3 (b). All 
distributions exhibit an average segment length of 
3 nm and a similar profile. Thus, the fluctuations in 
the crystal phase cannot account for the distinct 
transport behaviours. 

We thus have to account the transport property 
variations to differences that we cannot extract 
from the TEM measurements. Two candidates are 
the local dopant and atomic defect distribution and 
thermal strain. 

In summary, we have investigated freely 
suspended InAs nanowires with a sample design 
that offers two major advantages to standard  

transport experiments. First, with the suspended 
geometry, no substrate interaction can affect the 
low-temperature transport experiments. Second, it 

 

is possible to subsequently measure the crystal 
structure of the very same nanowires by 
transmission electron microscopy and to thus 
correlate transport and crystalline properties. The 
NWs show very clear universal conductance 
fluctuations unperturbed by any substrate 
influence at cryogenic temperatures. We could 
extract, i.a., the phase coherence length that 
showed significantly different temperature 
dependences from these UCFs. All nanowires 
exhibit crystal phase mixing between zinc blende 
and wurtzite structure in the TEM measurements. 
This phase mixing cannot account for the different 
transport properties, since the NWs show no 
systematic differences. 
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Fig. 2: (a) UCF pattern G of wire A as a function of 
magnetic field and temperature. The curve on the left 
side shows the conductance fluctuations at 0.35 K. (b) 
Phase-coherence length vs temperature determined 
from the correlation field. The solid lines are the fitted 
exponential temperature dependences. The dashed 
horizontal lines indicate the contact separation length. 

Fig. 3: (a) Example high-resolution TEM image of wire A 
along with a schematics of the conduction band profile 
EC of the wurtzite (WZ) and zinc blende (ZB) crystal 
phases with twinning planes (T). EF marks the Fermi 
energy. (b) Distribution of the axial WZ segment lengths 
of the investigated NWs. 
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Two-Electron Spin Qubits in GaAs 

P. Cerfontaine1, T. Botzem1, K. Khodjasteh
2
, L. Viola

2
, D. DiVincenzo3,4,  

and H. Bluhm1
 

1 II Institute of Physics C, RWTH Aachen University, Germany 
2 II.Department of Physics and Astronomy, Dartmouth College, New Hampshire, USA 
3 Institute for Quantum Information, RWTH Aachen University, Germany 
4 Department of Theoretical Nanoelectronics, PGI, Forschungszentrum Jülich, Germany 
 
High fidelity gate operations for manipulating 
individual and multiple qubits in the presence 
of decoherence are a prerequisite for fault-
tolerant quantum information processing. The 
control methods used in earlier experiments 
on semiconductor two-electron spin qubits are 
based on unrealistic approximations, which 
preclude reaching the required fidelities. An 
attractive remedy is to use control pulses 
found in numerical simulations. Calibrating 
these control pulses on the experiment 
requires a self-consistent approach. Starting 
with inaccurate control pulses we numerically 
show that elimination of individual systematic 
gate errors is possible by applying a 
modification of the bootstrap protocol 
proposed in [1]. Furthermore, we show that 
more complex control pulses which are 
insensitive to slow charge noise and 
fluctuations of the nuclear hyperfine field exist 
[2]. 

Spins in semiconductors are attractive solid state 
qubits because of their potential for scale-up using 
well established processing techniques. 
Furthermore, their generally weak coupling to 
other degrees of freedom allows these spins to 
retain their quantum state for relatively long times. 
Electron spins in GaAs quantum dots are amongst 
the most advanced and promising types of spin 
qubits. All aspects of single qubit operation (e.g. 
initialization and coherence time measurements, 
single shot readout and universal control) have 
been demonstrated experimentally for logical 
qubits encoded in two electron spins, the so-called 
S-T0 qubit (Fig. 1). This qubit allows for all-
electrical control by applying voltage pulses that 
change the potential difference between the two 
dots, . This detuning affects the singlet-triplet 
energy splitting  resulting from the 
exchange interaction of the two electrons (Fig. 2). 
Devising gate operations corresponds to finding 
suitable voltage pulses for  The effective qubit 
Hamiltonian is given by 

where  is the magnetic 
field difference between the two dots. Our earlier 
work [3] has shown that this field gradient can be 
set to a fixed value by dynamically induced nuclear 
polarization. Because of constraints on , the need 

for fast gates, and nonlinear coupling, standard 
Rabi control is not applicable. 

Fig. 1 Typical GaAs double quantum dot. The qubit is 
manipulated via fast voltage pulses on the gates (light 
gray), which are biased to capture two electrons (red) in 
the two-dimensional electron gas. Only the -  
subspace of the two-electron wave function is used for 
computation. 

Earlier experiments relied on the notion that  
can be switched instantaneously and can be 
varied over a wide range. These assumptions are 
not fulfilled to the degree required for high fidelity 
control. Hence, we use numerical search 
procedures to determine a control profile for , 
using a realistic model of the qubit and taking 
important experimental constraints into account. 

Fig. 2 Energy diagram of the -  qubit as a function of 
the detuning . Fluctuations  in , for example from 
charge noise, have a bigger impact on the singlet-triplet 
splitting  when operating at larger .  

As a first step, we find control pulses that 
implement -gates around two orthogonal axes. 
A pulse consists of a sequence of  values and a 
constant . We model finite rise times in our 
hardware and make sure we start at and return to 
a predefined baseline at the beginning and end of 
the pulse sequence. This insures that 
concatenation of pulse sequences does not lead to 
additional systematic errors. Furthermore, we 
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avoid excursions to noise sensitive regions at 
large  by trying to keep  as low as possible 
(Fig.2). 

Thus, we solve the optimization problem 

, 

where  is the time evolution operator of the 
current iteration step’s set of parameters,  is 
the desired time evolution operator,  the duration 
of one -segment and the summation goes over all 
segments. The solutions generally resemble the 
positive half-waves of Rabi-like oscillations, where 
the non-sinusoidal shape corrects imperfections 
from non-rectangular pulse shaping (Fig. 3). Using 
the noise spectrum measured in [4], we conduct 
Monte Carlo simulations to calculate the average 
fidelity of this gate to about  99%, which is 
confirmed by analytical calculations following [5]. 

Fig. 3 Pulse sequence for a -pulse around the orange 
colored axis in the Bloch sphere representation. The 
initial state is on the -axis, the final state is shown in 
red. 

 
Fig. 4 Convergence of the bootstrap algorithm depends 
on the initial infidelities of the single qubit gates. Only 
unitary infidelities have been used. 

One problem when experimentally implementing 
these (or other) gates is that the qubit control is 
imperfectly calibrated, leading to systematic errors 
if directly transferring simulation results to the 
experiment. Our solution to this problem is to fine 
tune the pulses based on their measured 
performance. 

To this end, we modify the bootstrap protocol 
proposed in [1] to eliminate systematic errors of a 
set of two orthogonal  gates, each represented 
by a control pulse as in Fig. 3. Our bootstrap 
protocol works by concatenating these gates in six 
different ways, applying each of the resulting gate 
sequences to an initial state on an axis orthogonal 
to both  gates, and then reading out along this 
axis afterwards. For ideal gates, the resulting six 
element signal vector is zero and it grows linearly 
with systematic errors. Wrapping it in an iterative 

optimization algorithm we are thus able to tune the 
gate set self consistently. Since this method is also 
insensitive to decoherence in first order, we only 
consider systematic errors in the following 
convergence analysis. Introducing systematic 
errors to the perfect gates found in the previous 
numerical optimization, we see that our method 
converges for initial infidelities as high as 11% 
(Fig. 4), allowing elimination of systematic errors to 
a high degree. We are currently adapting the 
method in order to achieve good convergence 
when realistic measurement noise is taken into 
account. 

The infidelity in the gates from the initial numerical 
optimization is only due to noise in the control 
variables since the target gates are realized 
perfectly in our noiseless simulations. In order to 
further improve the fidelities in the presence of 
noise, we add the condition to the numerical 
optimization that the first derivatives of the 
resulting unitary time evolution operator with 
respect to the control variables should vanish. 
These dynamically corrected gates (DCGs) are 
similar to dynamical decoupling sequences like 
Hahn echo or CPMG. We thus find pulse 
sequences (Fig. 5) which are not only free from 
systematic errors, but also to lowest order 
decoupled from slow fluctuations in  and  [2]. 
This decoupling will hopefully lead to a higher 
fidelity gate than the sequence in Fig. 3. 

 
Fig. 5 Pulse sequence and state trajectory of a 
dynamically corrected -gate around the z-axis. 

In conclusion, we have shown that high fidelity 
single qubit gates exist even in the presence of 
noise and experimental imperfections. 
Furthermore, we have presented a method to self 
consistently eliminate systematic errors from such 
sequences. Dynamically corrected sequences 
dealing with slow noise exist and were found in 
numerical simulations.  

Future work will include implementation of these 
methods on the experiment and finding a way to 
eliminate systematic errors from the DCGs while 
keeping their decoupling properties. 

This work was supported by IARAP; U.S. ARO, 
U.S. NSF and the Alfried Krupp von Bohlen und 
Halbach – Foundation.  
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Full electric-field control of spin orientations is 
one of the key tasks in semiconductor 
spintronics. We demonstrate that electric-field 
pulses can be utilized for phase-coherent 

±  spin rotation of optically generated electron 
spin packets in InGaAs epilayers detected by 
time-resolved Faraday rotation. Through spin-
orbit interaction, the electric-field pulses act as 
local magnetic field pulses. By the temporal 
control of the local magnetic field pulses, we 
can turn on and off electron spin precession 
and thereby rotate the spin direction into 
arbitrary orientations in a two-dimensional 
plane. 

In recent years, a new pathway towards 
spintronics without ferromagnets has evolved, 
which allows us to generate and to manipulate 
spins by electric fields E only [1]. In ordinary 
nonmagnetic semiconductors, dc E fields can 
generate spins by two complementary effects, the 
spin Hall effect [2] and the so-called current 
induced spin polarization (CISP) [3]. Both result 
from the spin-orbit (SO) coupling. Although the 
microscopic origin of CISP is not fully understood 
in most systems electron spins get oriented along 
the effective internal magnetic field Bint, which can 
be tuned by the E field strength through SO 
coupling. The control of Bint is of fundamental 
importance for spin manipulation. 

We report on time-resolved electrical spin 
manipulation experiments of electron spins in 
InGaAs. Coherent spin packets are optically 
generated by circularly polarized laser pump 
pulses. Their initial spin direction is manipulated by 
E field pulses, which act as effective local 
magnetic field pulses (LMFP) due to SO coupling. 
Using time-resolved Faraday rotation (TRFR), we 
probe the Larmor precession of spin packets 
induced by the SO field pulse. By changing the 
pulse width and polarity, we are able to rotate the 
spins into arbitrary directions within a two-
dimensional plane [4]. In addition to spin 
precession, the E field pulses also yield a lateral 
drift of the spin packet over several µm. As sign 
reversal of the pulses will reverse both spin 
precession and drift direction, we are able to 
explore spin echo of the spin packet in the 
diffusive spin transport regime. 

Our studies were performed on a 500 nm thick 
In0.07Ga0.93As epilayer grown on semi-insulating 
(100) GaAs by molecular beam epitaxy. The room 
temperature carrier density was set to 

n ~ 3×1016 cm-3 by Si doping to allow for long spin 
dephasing times at low temperatures. By chemical 
wet etching a 140 µm wide and 680 µm long 
transport channel was patterned and contacted 
with standard Au/Ge/Ni electrodes. For spin 
manipulation experiments, the electric field was 
applied along the [011 ] crystal axis (or x axis) as 
shown in Fig. 1(a). For our samples, this 
configuration yields the strongest CISP with 
internal magnetic fields pointing along the [011] or 
y axis. The device is embedded in a coplanar 
wave guide and connected to microwave probes. 
Coherent electron spin ensembles are generated 
along the z direction by circularly polarized 
picosecond laser pump pulses and detected by 
TRFR in polar geometry. The E field will be used 
for time-resolved spin manipulation. 

 

 

FIG. 1: (a) Schematic setup: dc or pulsed E fields are 
applied along the [011  ] direction of an n-InGaAs transport 
channel. Optically generated spins are probed by static 
and TRFR in polar geometry. (b) TRFR after optical spin 
orientation in InGaAs (T = 30 K). Electron drift in an E 
field induces Bint , which results in spin precession about 
Btot = Bint  + Bext (Bext=15mT), (c) T2* vs E and (d) Bint vs E. 
 

We first explore the influence of dc E fields on the 
coherent spin ensemble in Fig. 1(b) at 
Bext = 15 mT. From this experiment it is obvious 
that SO induced electron spin precession can be 
triggered by electrical means. Spin precession is 
accelerated for E<0 mV/µm while it is slowed 
down for 0<E<7.5 mV/µm. This dependence 
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proves the reversal of the Bint direction upon sign 
reversal of E.  

All TRFR data can be described by an 
exponentially damped cosine function 

0 *

2

exp cosF L

t
t

T
 

with amplitude o, pump-probe delay t, Larmor 
frequency L and phase . This way we can 
determine the spin dephasing time T2* and Bint, 
which are plotted vs E in Figs. 1(c) and (d), 
respectively. We note a strong decrease of T2*, 
which limits the observable spin coherence. 

We now want to manipulate the phase of the 
optically generated coherent spin packet. Here, we 
use E field pulses both to initialize and to stop spin 
precession at Bext = 0 mT. When the E field pulse 
reaches the optically generated spin packet, it will 
create a LMFP for the duration of the pulse. This 
LMFP will trigger spin precession in the zx plane 
[see Fig. 1(a)]. The precession frequency depends 
on the E field strength, while the total precession 
time is given by the pulse width w. In Fig. 2(a), 
we show a sequence of TRFR measurements of 
optically generated coherent spin packets, which 
are manipulated by E field pulses of E = 7 mV/µm 
and various pulse widths ranging from 0 to 8 ns. 
As expected, we observe spin precession for long 
pulses of 8 ns (black curve). For shorter pulse 
widths, F always follows this spin precession 
curve during the field pulse. However, spin 
precession abruptly stops after the pulse has been 
turned off with elapsed w. This is seen by a 
simple exponential decay thereafter, which is 
observed for all pulse widths. The minimum in F 
at 3.7 ns shows that the LMFP of 4 ns operates as 
 pulse [blue curve B in Fig. 2(a)], which rotates 

the spins by 180° from the +z into the –z direction. 
The difference between a decaying signal after a 4 
ns pulse and further precession (i.e., for 6 and 8 
ns pulses) is clearly visible. 

As seen in Fig. 1(d), reversing the E field polarity 
will reverse Bint, which results in a reversal of the 
spin precession direction. When using a bipolar 
pulse sequence, which consists of two subsequent 
pulses with opposite polarity and equal width and 
magnitude, we expect spin reorientation of the 
spin packet to its original direction at the end. The 
red curve A in Fig. 2(a) shows spin manipulation 
by a bipolar pulse sequence with the same 
magnitude (4.8 V) and total width (4 ns) as the 
blue curve B for spin manipulation by a unipolar 
pulse. During the first 2 ns, both unipolar and 
bipolar pulses rotate the spin packet by /2 into 
the sample plane. While spin precession for the 
unipolar pulse will continue to  rotation, spin 
precession is reversed during the subsequent 2 ns 
for bipolar pulses, which function as - /2 pulses. 
Remarkably, at 4 ns the value | F| is larger for the 
bipolar pulse than for the unipolar pulse but less 
than the value obtained for free decay of the  
 

ensemble (see dashed black curve for w = 0). As 
F is a direct measure of the net spin moment, its 

increase indicates partial spin rephasing. 

 

FIG. 2: (a) TRFR of optically created spin packets, which 
precess at Bext=0 during E field pulses of different width 
w. Spatiotemporal evolution of spin packet after spin 

manipulation by (b) unipolar and (c) bipolar pulse. The 
temporal spacing is 0.4 ns. The final spin distribution at 
3.6 ns in (c) has been reversed and added as a dashed 
line in (b). (d) Drift of spin packet after manipulation with 
unipolar (blue) and bipolar (red) pulses of equal pulse 
width and magnitude. 

To exclude that the different amplitudes result from 
the E field-induced drift of the spin packet away 
from the probe laser spot, we show a series of 
spatiotemporal profiles of the spin packet in Figs. 
2(b) and 2(c) after unipolar and bipolar spin 
manipulation, respectively. The data have been 
taken by scanning the probe relative to the pump 
beam along the E field direction. While the spin 
packet drifts continuously to the left for unipolar 
pulses, it reverses the drift direction after 2 ns for 
bipolar pulses and returns to its original position 
thereafter [see also Fig. 2(d)]. To better compare 
the final spin distributions at 3.6 ns for both 
manipulation schemes, we added the respective 
curve from Fig. 2(c) with reversed sign as a red 
dashed line in Fig. 2(b). Despite their small 
difference in peak positions, the dashed red curve 
has an overall larger magnitude showing that drift 
effects are too small to account for the difference 
in amplitudes and that the observed effect is 
indeed caused by rephasing. 

Work was supported by JARA-FIT, and by DFG 
through FOR 912. 
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We analyze the influence of noise for qubits 
implemented using triple quantum dot spin 
system. We give a detailed description of the 
physical realization and develop error models 
for the dominant external noise sources. We 
use a Davies master equation approach to 
describe their influence on the qubit. 

For universal quantum computation the singlet-
triplet qubit requires, in addition to intra-dot 
exchange interaction, a magnetic field gradient 
between the two quantum dots. It was natural to 
ask if a different coding of the qubit would enable 
universal computation with the exchange 
interaction alone; this is realized if the qubit is 
embodied by the states of three singly occupied 
quantum dots. The exchange coupling of at least 
two of the three dot pairs should be controllable. 
Laird et al. and Gaudreau et al. have now shown 
this universal exchange control experimentally of 
the three-electron states in a trio of quantum dots.  

Model: The effective Hamiltonian H  describing 
the triple quantum dot contains the exchange 
interaction between two neighboring quantum dot 
pairs. Additionally, an out of plane magnetic field is 
added. Our notations follow Laird et al.:  
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J12 (J23) represents the Heisenberg exchange 
interaction between two neighboring dots. It can 
be changed by applying an electric bias on the 
outer dots.  

The coupling parameters J12  and J23 can be 
derived from a three site Hubbard Hamiltonian 
describing the quantum dot layout in 1:  

Hubbard s
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H n U n n  

  †

s s
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t a a h c   (1) 

 is the single particle energy, U  the coulomb 
repulsion and t the tunnel coupling between 
neighboring quantum dots. For simplicity we take 
only tunneling into account for the left (right) 
quantum dot with the center dot ( and ). 

Additionally, we assume these tunnel couplings to 
be equal. When going from  to , we take  

 
Fig. 1: Layout of the triple quantum dot setup: Each 
quantum dot is occupied with one electron. Neighboring 
dot pairs are tunnel coupled with the coupling strength . 
An external electric bias is used to occupy either the left 
(dot 1) or the right (dot 3) quantum dot with two 
electrons. 

into account single occupation of all three qubits 
(( )-configuration) and use an electric bias to 
go to a double occupied left (right) dot (( ) and 
(( )-configuration). For the double occupied 
states, we consider only the orbital ground state.  
One arrives at the exchange parameters:  
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For our later use we construct a subsystem and a 
subspace qubit inside the 8-dimensional Hilbert 
space spanned by the eigenstates of the triple dot 
Hamiltonian (1). The basis states of the subspace 
qubit define the computational subspace: 

1 1
2 2

span . We identify the state 1
2
 as logical 

"1", 1
2
 as logical "0". For the subsystem qubit we 

use the larger subspace 1 1 1 1
2 2 2 2

span  as 

the computational subspace. We identify both 
states 1

2
 and 1

2
 as logical "1" (represented by 

the quantum number ). The  states are 
identified as logical "0". For the subsystem qubit 
the  -population does not matter. In the 
Nakajima-Zwanzig approach, we fix this population 
to a constant value. 
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Fig. 2: Semiclassical picture used for the time evolution 
of a single electron spin in a distribution of hyperfine 
configurations. For every experiment the hyperfine field 
acts like a static magnetic field, which is randomly 
varying between every run of the experiment. 

The thermal distribution over the Zeeman-split 
eigenstates will be a reasonable choice:  

 
2 2

0

E Ez z
z z

T Tz K Ks
e Tr e        (4) 

The eigenstates of the Hamiltonian H  are:  

3
2

Q           (5) 

1
2

1

3
Q        (6) 

1
2

12 23 23 12

2

12 23
4 2 2

J J > J > J >

J J

  (7) 

1
2

12 23 23 12

2

23 12
4 2 2

J J > J > J >

J J

  (8) 

where 2 2

12 23 12 23J J J J . For later analysis we 

introduce the notation 1
2

W , indicating the 1
2zs  

subspace (W Q ). All remaining 

eigenstates can be obtained by flipping all three 

spins, to obtain from the states 3
2

Q  and 1
2

W  the 

corresponding states 3
2

Q  and 1
2

W .  

The eigenenergies of H  are:  

 3 1

2 2kQ zE k E k
  (9) 

 
1
2

12 23

1

2 2

zE
E J J   (10) 

 
1
2

12 23

1

2 2

zE
E J J  (11) 

 

Fig. 3. Density plot of the transition rates for local spin 
relaxation i

xh  as a function of the energy difference 

 and the external magnetic field Ez. The influence of 
hyperfine interaction (Regime 2) and phonon interaction 
(Regime 3) can be separated due to the different 
parameter ranges when the effects are dominant. The 
hyperfine mechanism is independent of Ez. 

 

Fig. 4. Transition diagram for subsystem qubit when 
hyperfine interactions generate local spin flips. Large 
error rates are observed only at the region of level 
crossings. They can be described by leakage transitions 
to a quadruplet state or internal transitions between two 
states of the subsystem qubit. 

The energy diagram is sketched in Fig. 4. For the 
upcoming analysis we introduce three quantum 
numbers , which fully characterize the 
eigenstates.  describes the total spin of the 

eigenstates. It has the value 3/2 for all -states 
and 1/2 for the remaining ones. The  -quantum 
number labels the spin projection in z-direction. It 
has values ±3/2 and ±1/2. Furthermore we 
introduce a third formal quantum number . It 

distinguishes the k(  =1) and k  states (  =0).  

For more details see [1]  

[1] S. Mehl and D. P. DiVincenzo, Phys. Rev. B, in 
press.  
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Efficiency and Power of a Quantum Dot 
Energy Conversion Device 

D.M. Kennes, D. Schuricht, and V. Meden
 

Institut für Theorie der Statistischen Physik, RWTH Aachen University, Germany 

We study linear response and nonequilibrium 
steady-state thermoelectric transport through 
a single-level quantum dot tunnel coupled to 
two reservoirs held at different temperatures. A 
fermion occupying the dot interacts with those 
in the reservoirs by a short-ranged two-particle 
interaction. For parameters for which particles 
flow against a bias voltage from the hot to the 
cold reservoir this setup acts as an energy-
conversion device with which electrical energy 
is gained out of waste heat. We investigate 
how correlations affect its efficiency and 
output power. In linear response the changes 
in the thermoelectric properties can be traced 
back to the interaction induced renormalization 
of the dots resonance line shape. In particular, 
small to intermediate repulsive interactions 
reduce the maximum efficiency. In 
nonequilibrium the situation is more complex 
and we identify a parameter regime in which 
for a fixed lower bound of the output power the 
efficiency increases.  

Quantum dots (QDs) are considered as high-
potential solid-state energy conversion devices to 
gain electrical energy out of waste heat [1]. In a 
minimal setup electrons from a hot right reservoir 
(at temperature TR) are transported via a weakly 
coupled QD to a cold left one (at TL) against a bias 
voltage V = µL - µR  0 (elementary charge e = 1). 
Here µ  denotes the chemical potential of reservoir 

=L,R. Within linear response, that is for small 
temperature differences and small bias voltages, 
one aims at a high efficiency  of energy 
conversion. It is defined as  = P / |Ih|, with the 
output power P = V |Ic| and the charge/heat 
currents Ic/h As a measure of  in QD setups one 
often uses the so-called figure of merit ZT [1]; the 
larger ZT the closer  comes to its upper bound, 
the Carnot efficiency C. The electronic 
contribution to the figure of merit is inversely 
proportional to the Lorenz number. Under the 
assumption of scattering processes which on the 
scale TR  TL  T only weakly depend on energy 
the Wiedemann-Franz law states that the latter is 
a material independent number. This in turn limits 
the electronic ZT in bulk materials which obey this 
law. In QDs due to the strong energy dependence 
of the transmission close to transport resonances 
the Wiedemann-Franz law does not apply as long 
as the temperature is larger than the resonance 
width . Therefore, in transport through dots with 
sharp resonances a large figure of merit and thus 
a high efficiency can be realized [1,2]. 
Equivalently, QDs can be used as efficient solid-

state systems for cooling of nanoelectronic 
devices [3]. 

FIG. 1: The interacting resonant level model considered 
here constitutes a prototype model of a charge 
fluctuating quantum dots. Electrons in the left or right 
reservoir can tunnel to the central site (via a hybridization 

). Electrons on the central site interact with electrons at 
the tip of the reservoir via a Coulomb interaction U. The 
central site has onsite energy  which can be tuned by a 
voltage to an external gate.

Due to the confinement of electrons in QDs to 
meso- or nanoscopic regions the local Coulomb 
interaction becomes a relevant energy scale. This 
two-particle interaction strongly alters the line 
shape of resonances and thus the thermoelectric 
properties [2]. For example, the Kondo effect, 
resulting from correlated spin fluctuations, leads to 
a very sharp many-body resonance of width much 
smaller than the noninteracting . This has crucial 
consequences for the thermoelectric transport [4]. 
Even in the absence of the Kondo effect correlated 
charge fluctuations affect the line width as was 
worked out in detail for the interacting resonant 
level model (IRLM), which will be considered here 
(see Fig.1). For weak to intermediate local 
Coulomb repulsions the interaction renormalized 
width eff is increased compared to the 
noninteracting one , while for strong repulsive 
interactions as well as attractive ones eff < . 
Effectively attractive interactions might be realized 
in molecular QDs with strong local electron-
phonon coupling [5].  

For vanishing interaction one can derive explicit 
expressions for the charge and heat current 

 

 

Here (0,x) is the Digamma function. For finite 
interaction we use the functional renormalization 
group approach to treat the full-fledged 
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nonequilibrium steady state of the IRLM [6] at 
weak interactions. 

Linear response: In linear response one aims at 
the maximum efficiency achievable by varying  
and V at fixed temperature difference | T|=|TL-TR| 
<< . For this case one succeeds in making 
analytic predictions by substituting [7] 

            

for  in the charge and heat current formulae with 
D being the reservoirs’ bandwidth. The results of 
the maximum efficiency for different temperatures 
are shown in the top panel of Fig. 2. The analytical 
data (lines) are very close to the full numerical 
solution (symbols) of the approximate functional 
renormalization group flow equations [6,7]. For 
attractive interactions the efficiency is considerably 
increased, while it is decreased for repulsive ones. 

 

FIG. 2: Top: Linear response maximum efficiency for 
different temperatures. Lines are the analytical results, 
while symbols are the full numerical solution. For 
repulsive interactions the efficiency can be increased 
considerably. Bottom: Maximum power for different 
interaction strengths. Lines are guides to the eyes only. 
The data are scaled by the factors given in the figure to 
enhance the visibility of the features. 

Far from equilibrium: For the far from equilibrium 
case we first aim at the maximum power output of 
the device (by again varying  and V). We find that 
the emerging picture is much richer than in the 
linear response case [7]. Depending on the 
temperature difference the two-particle interaction 
enhances or suppresses the power output as 
shown in the bottom panel of Fig. 2. Increasing the 
interaction leads to a monotonic decrease in the 
efficiency for any temperature difference just as for 
the case of linear response.  

We finally investigate a situation in which even a 
weak repulsive interaction can lead to an increase 
of the efficiency. Let us assume that our “heat 
engine” has to produce at least a certain minimal 
output power. This might e.g. be a sensible 
requirement if we are interested in charging a 
battery. For appropriate temperatures TL/R the 
maximum power increases with U (see Fig. 2) and 
one can hope to overcome the decrease of the 
efficiency. For fixed TL/R we proceed as follows: as 
our lower bound of the power Pbound we take the 
maximum power at U=0. This is a convenient 
choice to reduce the number of parameters. 
Varying  and V we then search for the largest 
efficiency > at fixed U>0 with P> Pbound. For, e.g., 
TL=1 and TR=20 and under the above requirement 
one can increase the efficiency by a few percent 
by turning on a small repulsive interaction as 
shown in Fig. 3.  

 

FIG. 3: Under the assumption that our `heat engine' has 
to produce at least a certain minimal output power a 
weak repulsive interaction can lead to an increase of the 
efficiency. The lower bound Pbound is chosen as the 
maximum power at U=0. The temperatures are TL=1 and 
TR=20. 

This work was supported by the DFG via FOR 723 
(DK and VM) as well as the Emmy-Noether 
program (DS). We thank S. Andergassen for 
useful discussions. 

 

[1] G.D. Mahan, and J.O Sofo,.Proc. Natl. Acad. Sci., 
USA, 93, 7436 (1996). 

[2] P. Murphy, S. Mukerjee, and J. Moore, J., Phys. 
Rev., B, 78, 161406(R) (2008). 

[3] F. Giazotto, T.T. Heikkilä, A. Luukanen, A.M. 
Savin, and J.P. Pekola, Rev. Mod. Phys., 78, 217 
(2006). 

[4] T.A. Costi, and V. Zlati , Phys. Rev. B, 81, 23512 
(2010). 

[5] S. Andergassen, T.A. Costi, and V. Zlati , Phys.   
Rev. B, 84, 241107(R) (2011). 

[6] D.M. Kennes, and V. Meden, Phys. Rev. B, 87, 
075130 (2013). 

[7] D.M. Kennes, D. Schuricht, and V. Meden, 
Europhys. Lett. 102, 57003 (2013)  

 

 



JARA-FIT Annual Report 2012 
 

 57

Readout of carbon nanotube vibrations 
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We propose a scheme for spin-based detection 
of the bending motion of a suspended carbon-
nanotube using the curvature-induced spin-
orbit interaction. We show that the resulting 
effective spin-phonon coupling can be used to 
down-convert the high-frequency vibration-
modulated spin-orbit interaction to spin-flip 
processes at a much lower frequency. This 
vibration-induced spin-resonance can be 
controlled with an axial magnetic field and can 
be read out using a Pauli spin blockade 
scheme. 

Carbon nanotubes (CNTs) are an ideal playground 
for realizing both spintronic nanodevices and high-
frequency nano-electromechanical systems with 
high-Q resonators. Their development into 
quantum electromechanical systems however 
crucially relies on advanced schemes for their 
readout. Here, we propose a new scheme of built-
in, spin-based motion detection, which allows for a 
sensitive readout of ultra-high frequencies and tiny 
vibration amplitudes. To utilize the cross talk of 
spin and vibrations via spin-orbit (SO) interaction 
for the readout of the vibration frequency and 
amplitude, one needs a selective sensitivity to 
spin-flip processes. This is provided by the well 
established technique of Pauli spin blockade 
spectroscopy, sensitive even to nuclear and 
impurity spins in nanotube quantum dots. A 
complementary work [1] has explored this spin-
phonon coupling in the quantum limit.  

We consider a CNT, clamped between a source, a 
central gate and a drain electrode, as in Fig. 1 (a). 
Only one part of the CNT is suspended while the 
other is fixed on the substrate. By electrostatic 
gating, two quantum dots are defined in the 
nanotube - one on the suspended part and one on 
the fixed part.  

Spin-phonon coupling in nanotubes: We first 
focus on the suspended, vibrating part of the 
nanotube. In the presence of a high magnetic field, 
it constitutes a well-defined two-level spin system 
(TLS) with an effective spin-phonon coupling due 
to the interplay between SO interaction and 
flexural vibrations of the nanotube. The ground 
state multiplet of a CNT quantum dot formed by a 
strong confinement potential is nearly fourfold 
degenerate, and described by the product states 

S  of spin (S , ) and isospin (   {K,K’}). For 
deflections with curvature radii much larger than 

 
FIG 1: (a) Setup with a partly suspended, vibrating CNT. 
(b) Pauli spin blockade diagram: interdot tunneling is 
suppressed when an electron entering the left dot 
creates a triplet state with the electron trapped in the 
right (triplet with two electrons on the right dot involves a 
high orbital excitation, dashed level). Vibrations of the left 
dot can lift this blockade by rotating the spin through 
spin-phonon coupling, creating a singlet state which 
allows interdot tunneling to proceed through the ground 
state orbital. (c) Spectrum of a CNT, Eq. (1), as function 
of the magnetic field B applied along the unbent CNT. 

the quantum dot length the quantum dot 
Hamiltonian for this subspace reads as [2]:  

3 1sod

1ˆˆ ˆ ˆH
2

KKe S  

       
3s orb

ˆ ˆB S B e  (1) 

where 1 3ˆ ˆ  are Pauli operators acting on the 
valley (K, K’) space. Here the curvature enhanced 
spin-orbit coupling, so, leads to a spin polarization 
along the nanotube axis e  in Fig. 1(a). Various 
types of disorder break the symmetry of the 
honeycomb lattice and lead to an inter-valley 
scattering term KK’. Additionally, the external 

magnetic field, B = Bez, applied along the axis of 
the unbent CNT, gives rise to an orbital and spin 
( ) Zeeman effect through s and orb. At high 
fields the spectrum in Fig. 1(c) splits into two 
sectors with fixed isospin and we concentrate on 
the TLS defined in the isospin K sector. The spin-
phonon coupling arises when treating the 
vibrations as instantaneous deflections of the 
CNT. The displacement of a point on the nanotube 
is given by the vector u(z,t) in Fig.1(a). For 
deflections small relative to the nanotube length 
the time-dependent tangent vector of the vibrating 
CNT – written as function of z, with the coordinate 
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z along the axis of the unbent nanotube – reads 
d
d

( )z z
z te e u . The quantum dot located on 

the vibrating part of the CNT is then described by 
d plus the effective spin-phonon Hamiltonian 

3s ph
ˆˆ cos( ) ˆH Sx

t . The coupling constant 
depends on the vibrational amplitude as well as on 

the spin-orbit coupling strength: 
d

so d
xu

z . 

 

FIG. 2: Charge current as function of the magnetic field 
detuning B=B-Bres from the resonant value 
( (Bres)= )) and the inter-dot tunnelling tdd, both in 
units of . 

For high magnetic fields B Bcross (cf. Fig.1(b)) the 
isospin decouples from the real spin states and we 
can project onto the isospin-K sector, obtaining a 
standard electron spin resonance (ESR) situation:  

ESR
ˆ ˆˆ cos( )H S Sz x

t  (2) 

where x, z are the electron spin 1/2 operators. 
The energy splitting  of the TLS, indicated in 
Fig.1(a), is clearly tunable with the magnetic field.  

Down-mixing the high-frequency spin-orbit 
field: The flexural mode of the vibrating CNT of 
interest is supposed to have a high frequency 
ƒ= /(2 )  2 GHz ~ 8.3 eV. Importantly, when 
tuning  to match the frequency  in order to 
affect the spin states via the spin-phonon coupling, 
the coupling is relatively small,  « , giving a 
narrow spin-resonance of width ~ . There, the 
transverse component of the spin performs a 
Larmor precession with a high-frequency ~ , 
whereas the z component oscillates at the Rabi-

frequency 
1

21 2 2

R 2
[( ) ( ) ]  and the time-

dependent spin-flip probability is R( ) sin( 2)W t t . 

At resonance, ~ , the down-conversion of the 
original driving frequency is maximal, 

/ R~2 / 1700 for typical CNT parameters. 
One can thus detect high-frequency vibrations by 
using the spin-phonon resonance effect.  

Readout using Pauli spin blockade: One can 
detect the vibration directly by measuring the 
charge current in a double dot setup in the spin- 
are coupled with interdot tunnel amplitude tdd, 
controlled by the center gate voltage, and by 
blockade regime, as shown in Fig. 1(b). The dots 
Coulomb charging effects. Only the left dot 

 
FIG. 3: (a) Current as function of the magnetic field B 
and the coupling  and vertical and horizontal cuts in (b) 
and (c). 

due to spin-phonon coupling. In the high magnetic 
field regime, we can focus on those energy levels 
of the left and right quantum dot, {L,R} differing 
only by the spin degree of freedom, s { }, that 
we denote by s. We tune the double dot into the 
spin-blockade regime by gating the right dot such 
that it is always occupied by an electron with s= , 
see Fig. 1(b). As soon as an electron with spin s=  
enters the left dot, transport is blocked, until a 
transition between triplet and singlet states occurs 
due to the time-dependent spin-orbit field induced 
by the vibrations. In Fig. 2 the calculated low-
temperature leakage-current (Vbias,  » kBT) exhibits 
two sharp resonances as function of the two 
experimentally tunable parameters, B and tdd 
(tunable through the central gate): when  tdd, 
the magnetic field tunes the vibration into 
resonance with the spin, making the spin-flip rate 
maximal. For typical CNT parameters and 
tdd=1.0 eV, =1GHz, the maximal leakage current 
is on the order of 40pA. The vibrational frequency 
can be determined – independent of tdd – from 

=½[ (B1)+ (B2)] and the required value of so  
can be obtained independently by measuring the 
spectrum in Fig. 1(c). For KK’ 

«
so 2 orbB this 

simplifies to ½ s(B1+B2)- so and so can be read 
off directly at B=O in Fig. 1(c). Note, that for the 
readout one has to measure the absolute field 
strength. The variable B, used in Fig. 2 for clarity, 
is not a measurable quantity, because the value of 
Bres is unknown. As shown in Fig. 3(a), the readout 
depends strongly on the coupling constant  and 
through this on the deflection amplitude, 

so
xdu

dz . In Fig. 3(c), we show the sensitivity of 

the near-to resonant current to the vibration 
amplitude which is tunable with the magnetic field. 
Thus amplitude readout is possible, as well. Our 
scheme is estimated to be even able to resolve 
ground state fluctuations when a magnetic field 
resolution in the regime of mT is available. In 
addition, the presented detection scheme might be 
also very interesting for highly sensitive nanotube 
resonator-based mass and strain sensing.  
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Multi-wavelength polar-dielectric 
superlens and graphene superlens 

P. Li and T. Taubner 

I. Insitute of physics (IA), RWTH Aachen University, Germany 
 
A superlens is a very promising device to 
overcome the diffraction limit and resolve 
subwavelength features. However, the 
practical application of the superlens is limited 
by its narrow bandwidth. For dispersive 
materials, this condition limits operation to a 
very small wavelength range for each material 
system. In order to overcome this bandwidth 
limitation of superlenses, we propose two new 
designs based on layered materials: a multi-
wavelength superlens using different polar 
dielectrics and a frequency-tunable graphene 
superlens.  

A so-called superlens (SL) is capable of imaging 
the samples at subwavelength resolution by using 
a thin slab of a material with negative permittivity 
[1]. In principle, due to the small effective 
wavelength of surface modes at the interfaces 
between the negative-permittivity layer and 
positive-permittivity host, the SL can be seen as a 
practical version of perfect lens allowing for non-
diffraction-limited imaging and sensing. However, 
a practical limitation in the SL is the narrow 
bandwidth. Although the surface resonance 
contributes a lot to the ultrahigh resolution of the 
SL, it also constrains that the SL can only work in 
the frequency range close to the resonance [2], 
which limits superlenses in spectroscopic 
applications.  

In order to overcome this limitation, we present 
two possibilities based on layered materials. The 
first idea is a multi-wavelength SL [3] with layered 
phonon-resonant dielectrics. This proposed 
scheme is based on the fact that increasing the 
number of phonon resonant dielectrics in a 
multilayered system can provide additional 
degrees of freedom for superlensing at multiple 
wavelengths. In other words, a subwavelength 
image can be achieved at many different 
wavelengths by only one single lens. Considering 
the abundance of polar dielectrics, the wavelength 
range of our lens can cover from IR to THz 
frequencies by choosing suitable materials. 

Generally, the superlensing effect requires a 
matching condition lens( )= | host( )|, where host is 
the permittivity of the host medium interfacing the 
lens [1]. For dispersive materials, this condition 
limits operation to a small wavelength range for 
each material system. For example, the condition 
is met at a wavelength of around 365 nm for 
silver–polymer combination [4], and 11 m [2] for 
SiC-SiO2 case.Our design is based on a multilayer 
(ML) superlensing theory. The superlensing 
condition lens( )= | host( )| can be fulfilled in two 
cases: (1) 1>0, 2<0 and (2) 1<0, 2>0. Polar 

dielectric layers, such as SiC, indium phosphide 
(InP), indium antimonide (InSb), can provide 
additional degrees of freedom for achieving 
superlensing at different wavelengths. As shown in 
Fig.1, dielectric permittivities of polar dielectrics 
are negative in the so-called reststrahlen band 
between the transverse and longitudinal optical-
phonon frequencies. When the wavelength is out 
of the reststrahlen band, their permittivities 
become positive. 

 

FIG. 1: Real parts (solid lines) and imaginary parts 
(dashed lines) of dielectric permittivities of SiC, InP and 
InSb. Black dotted lines indicate the matched 
wavelengths of SiC-InSb system 

Exploiting different phonon resonances of multiple 
polar dielectrics can easily provide a possibility of 
superlensing simultaneously at multiple 
wavelengths. It is clearly seen in Fig.1 that the 
superlensing conditions for a SiC-InSb system are 
matched at two distinct wavelengths: 
Re[ InSb]= Re[ SiC]=15.6 at 1=11.7 m, and 
Re[ InSb]= Re[ SiC]= 9.9 at 2=53.7 m. Moreover, 
respective absorption of the two materials is small 
at these matching wavelengths, which will 
significantly improve the resolution of our SL. Our 
further numerical simulations also confirm that a 
subwavelength sized Au slit can be well resolved 
by a SiC-InSb SL at these two different 
wavelengths (see ref.3). 

The second idea is to design a frequency-tunable 
“graphene superlens” (GL) [5]. This novel 
graphene-based device enables the enhancement 
of evanescent waves for near-field subwavelength 
imaging. Due to the non-resonant enhancement 
provided by the graphene sheets, this graphene 
lens yields new promising properties including 
broad intrinsic bandwidth and low sensitivity to 
loss, together with a still good subwavelength 
resolution of around /7 for a bilayer case and over 
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/10 for the multilayered configuration. Most 
importantly, due to the large frequency-tunability 
via the dynamical tuning of chemical potentials c, 
our proposed graphene lens can act as an 
ultrabroadband sub-diffraction-limited imaging 
device to in principle cover the nearly whole range 
from mid-IR to THz frequencies. 

 

FIG. 2: A. Sketch of a 2-layered GL under the Au double 
slit. B. Comparison of the OTF for the SiC superlens, 2-
layer GL and  the case in free space. C. The broadband 
frequency-tunability in a GL.  

In order to show this important effect, we start with 
a bilayer GL as illustrated in Figure 2A, where two 
GSs are embedded in a host dielectric medium 
with a permittivity of h=3. The total thickness of 
the GL is h=800 nm. To better show this 
performance, we compare optical transfer 
functions (the transmittance of high-kx 
components) of the double-layer GL, the SiC-SL 
and the case of free space at the same frequency 
f=27.2 THz ( 11 m, the resonance of the SiC-SL) 
in Figure 2B. It is clearly seen that in free space 
the transmittance of subwavelength components 
decays very fast. On the other hand, in the SiC-SL 
the transmittance for all evanescent waves is 
uniformly amplified due to the resonant nature of 
surface modes at the matching SiC-SiO2 interface, 
leading to nearly perfect imaging in the near field. 
Interestingly, the bilayer GL is an intermediate 
case between the SL and the case of free space. 
This near-field enhancement leads to the 
subwavelength imaging in our graphene lens.  

The biggest advantage of using graphene for 
subwavelength imaging is the frequency tunability. 
In Figure 2C, we show the contour plot of the 
transmittance as a function of the chemical 
potential c and frequency f. In principle, the 
imaging frequency range (marked with oblique 
lines) of the GL can be continuously tuned from 
mid-IR to THz frequencies when we decrease the 
chemical potential from 1.5 eV to 0.1 eV. For 
example, the frequency corresponding to |T|=0.3 
(for kx=7k0) will shift from 27.2 THz to 13 THz 
when we change the c from 1.5 eV to 0.2 eV. And 
for a reasonable doping level c  1.2 eV, as seen 
from Figure 3b, the operating frequencies of our 2-
layered GL are covering the range from 28 THz 
(maximum covered frequency at c=1.2 eV) to 8 
THz (minimum covered frequency at c=0.1 eV). 
With this large tunability of imaging frequencies, 
our bilayer GL can definitely act as an ultra-
broadband subdiffractive imaging system at IR and 
THz regimes. 

Besides these presented exciting results, the GL 
concept further offers other bright prospects: for 
example, a possibility is to roll the planar GL into a 
cylindrical shape, which may provide a tunable 
magnifying lens for far-field imaging at IR and THz 
frequencies. Moreover, since graphene is two-
dimensional (2D) conducting sheet, our concept of 
using conducting sheets for subwavelength 
imaging can also be generalized to that of a 
“conducting sheet lens” (CSL) and easily 
transferred to other conventional systems like 2D 
electron gases (2DEG), opening up various 
exciting ways to achieve broadband 
subwavelength imaging with semiconductor 
heterostructures.  

This work was supported by the Excellence 
Initiative, the Ministry of Innovation of North Rhine-
Westphalia, the DFG under the SFB 917. 
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Strong correlations on topological 
insulator surfaces and the breakdown 
of the bulk- boundary correspondence  

Manuel J. Schmidt  
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There is a widespread belief that the 
topological classification of the bulk of an 
insulator gives information about the presence 
or absence of gapless surface states: if the 
bulk topological index is non-trivial, surface 
states are guaranteed. This relation is known 
to solid-state physicists as the bulk-boundary 
correspondence. In the present work a simple 
scenario is studied which shows that this bulk-
boundary correspondence does not hold if 
electron-electron interactions are involved. In 
special cases this breakdown occurs even for 
arbitrarily weak interactions.  

The topological classification of insulating band 
structures started in the early 1980s with the work 
of Thouless, Kohmoto, Nightingale, and Nijs about 
the geometric origin of the quantum Hall effect [1]. 
They calculated a certain integer number (the 
TKNN integer) from a bulk band structure of a 
time-reversal symmetry broken two-dimensional 
electron gas (2DEG), and were able to show that 
this integer number is proportional to the Hall 
conductance. Thus, the Hall conductance must be 
quantized. On the other hand, the quantum Hall 
effect is known to be tightly connected to one-
dimensional edge states in that each edge state 
contributes one quantum of conductance. Thus, 
the TKNN integer, calculated from a bulk 2DEG, 
i.e., with periodic boundary conditions, counts the 
number of edge states, a relation which is known 
as bulk-boundary correspondence (BBC). This is 
remarkable in at least two respects: (1) although, 
the TKNN integer is usually calculated with 
periodic boundary conditions, it makes predictions 
about arbitrary geometries. (2) Knowing the TKNN 
integer of the bulk region of a 2DEG, one needs 
not care about the (possibly complicated) details of 
its boundaries; the edge properties are enforced 
by the bulk topology. These two aspects are 
certainlyrelated, but they emphasize the 
theoretical and experimental advantages of 
topological classifications, respectively. (1) tells a 
theorist that he may perform his calculations in a 
simple bulk system in which crystal momentum is 
a good quantum number, and yet make 
predictions about very complicated geometries 
with all kinds and shapes of edges. On the other 
hand, (2) tells the experimentalist that once he has 
carefully designed the bulk of his system, he gets 
the edge physics for free – this is why the quantum 
Hall effect gives rise to such a perfect quantized 
conductance.  

With the advent of topological insulators (TIs) the 
variety of materials with non-trivial topology was  

 
Fig.1: Phase diagram of the normal Dirac cone, i.e., 

 . There exists a paramagnetic phase for 
small interaction and polarized phases for larger 
interactions. In the Ising phase with an easy axis 
anisotropy the mean-field theory may be expectedto be 
applicable far from the phase transitions. In the XY 
phase with an easy-plane anisotropy the mean-field 
treatment is expected to break down. 

greatly increased [2]. Even the dimensionality of a 
TI may vary. However, since Tis are time-reversal 
invariant, the traditional topological invariant of 
TKNN is always trivial there and the topological 
classification is based on other invariants. Again, 
these invariants may be calculated in the bulk, 
and, as long as the system under consideration is 
effectively non-interacting, there is a BBC forTis, 
enforcing the presence of gapless boundary states 
in case of a non-trivial bulk. Recently, the 
topological classification of Tis has been 
generalized to include electron-electron 
interactions [3]. In particular, it was shown that  

4

4
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d d
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is an integer. Here,  is the full Green’s function 
(including interactions). In the non-interacting limit 

 and  is identical to the ordinary non-
interacting topological index. In both cases, i.e., 
with and without iteractions, a bulk insulator with 

= 0 ( = 1) is called topologically trivial 
(nontrivial). It is not clear, however, in how far the 
BBC holds in the presence of electronic 
interactions. I will now give a simple argument that 
the BBC may indeed be violated in three-
dimensional TIs.  

The argument starts with noting that in the limit of 
vanishing interactions the generalized invariant n  
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reduces to the non-interacting one for which the 
BBC holds, and that n  is invariant under 
infinitesimal changes of the interacting model 
Hamiltonian. Thus, as long as there are no 
interactions, a surface with one single Dirac cone 
must be the boundary of a topologically nontrivial 
insulator with = 1. Now we adiabatically switch 
on the electron-electron interactions (the strength 
of which is quantified by a Hubbard ), but make 
sure that it is still weak compared to the typical 
energy scales of the bulk (quantified by the band 
gap ). For sufficiently small /  one will thus 
find = 1 also from the generalized formula Eq. 
(1). Thus, if it can be shown that the single surface 
Dirac cone acquires a gap for arbitrarily small 

/ , the interacting BBC is violated. In the 
remainder of this paper this will be done on the 
basis of a generalized interacting effective model 
for one surface Dirac cone.  
The non-interacting Dirac cone dispersion is 
modeled by  

2 4

0 3 5( )( )F x x y yH v g g … k s k sk k  (2) 

where  is the ordinary Fermi velocity,  
is the surface momentum, and  are Pauli 
matrices. The usual Dirac cone with linear 
spectrum is recovered by setting  . 
However, there is nothing about the bulk 
topological classification that restricts the choice 
the higher order momentum terms (as long as they 
are odd in ).  
The electron-electron interaction is modeled in a 
Hubbard-type fashion. However, it is important to 
note that one single Dirac cone cannot be 
described with a two-dimensional real-space 
model. Thus, we formulate also the interaction in 
momentum space  

 † †

1 2
 ( )

U
H c c c c

L k q k k q k
kk q

k k q  (3) 

where  annihilates surface state electron with 
momentum  and spin . In the original two-
dimensional Hubbard model . For 
surface state electrons, however,  is 
governed by the transverse wave function shapes 
of the edge states, which delocalize into the bulk 
as the edge states leave the bulk energy gap. 
Thus,  if one of the fermion momenta 

 hits a certain ultraviolet cutoff 
, which is on the order of the momentum at which 

the edge states leave the band gap.  
We perform an SU(2)-invariant mean-field 
decoupling of the Hubbard Hamiltonian (3), which 
leads to an expression  for the total energy 
in dependence of the magnetization vector . 
Minimization of  w.r.t.  gives rise to the 
phase diagram.  
We start with the conventional Dirac cone, i.e., 

  and . The remaining parameters 
are the filling  relative to half-filling (Fermi-level at 
the Dirac point) and  / . Figure 1 shows the 
corresponding phase diagram. At half-filling there 
exists a polarized Ising phase for . In 

this phase the surface spectrum acquires a gap 
right at the Dirac point. If one could show that for 
such an interaction strength the bulk topological 
number isstill nontrivial, this would already be a 
demonstration of the BBC breakdown. However, 
since the bulk band gap  , the required 

 for driving the Ising phase transition in 
the   case is also large from a bulk 
perspective.  

 
Fig. 2: Tuning the surface state Fermi velocity without 
changing the bulk gap. The band structure is calculated 
from a three-dimensional tight-binding model for TIs. 
 

In order to reduce the critical interaction strength 
one may use the freedom of adding higher order 
momentum terms in the Dirac cone dispersion to 
decrease   while the bulk gap   
remains large. This may be done directly in the 
effective model [Eq. (2)], but may also be seen in a 
more elaborate 3D lattice model for a TI. In Fig. 2 
one can see the surface state dispersion together 
with the bulk states in case of large  (a) 
and vanishing   (b). In both cases the bulk 
energy gap is of the same order of magnitude.  
Finally, we show that in the limit  with 
constant  the critical  vanishes. An explicit 
formula for the critical may be given (see 
Ref. mypaper), but is very lengthy. An 
approximation for 0.1 /  reads  

3

2 2 2

3 3 3

8
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v g
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    (4) 

and shows that  indeed vanishes for . 
This means that an arbitrary small  is in principle 
sufficient to remove the gapless surface states, if 
their non-interacting spectrum is tuned 
appropriately. However, as argued above, 
arbitrarily small  are not sufficient to change the 
bulk topological index from non-trivial to trivial. 
Thus, the BBC is violated in a weakly interacting 
topological insulator if the surface state dispersion 
is tuned such that the linear terms are suppressed, 
while the cubic terms keep the bulk gap open.  
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In classical spin ice, magnetic monopoles 
emerge as classical defects and interact via 
the magnetic Coulomb law. In the quantum 
version of spin ice where quantum fluctuation 
dominates, these magnetic charges are carried 
by fractionalized bosonic quasi-particle 
spinons, which can undergo a Bose-Einstein 
condensation through a first-order transition 
via the Higgs mechanism. Evidence on such an 
exotic phase transition has indeed been 
obtained in a polarized neutron scattering 
experiment carried out on a high quality single-
crystal sample Yb2Ti2O7 at the diffuse 
scattering spectrometer DNS that is operated 
by JCNS at FRM II. The results are explained 
on the basis of a quantum spin ice model, 
whose high-temperature phase is effectively 
described as a magnetic Coulomb liquid, 
whereas the ground state is a nearly collinear 
ferromagnet, which can be regarded as a Higgs 
condensate of fractionized quasi-particles 
hosting dissipationless monopole current of 
spins. 
 
Magnetic monopoles can be regarded as the 
magnetic version of a charged particle like electrons 

 

FIG. 1: (a) Lattice structure of Yb2Ti2O7 where the spins 
reside at the corners of the adjacent tetrahedral. (b) The 
spins at the corners of a tetrahedron can point either 
inwards or outwards. In each tetrahedron, there are two 
spins inwards and two outwards, similar to the 
arrangement of the water molecules in a water ice 
crystal. This “ice rule” permits various degenerate ground 
states with a “2-in and 2-out” configuration. (c) 
Excitations and geometric deviations can cause 
magnetic defects (“3-in and 1-out” or “1-in and 3-out”) 
which lead to the emergence of north or south poles on 
the inside and which reproduce across the lattice 
structure, which means that the centre of the tetrahedron 
can be seen as a magnetic monopole.

and protons. They carry an isolated magnetic pole, 
either the North or the South poles. Normally 
magnets come in the form of dipoles, with both 
North and South poles appearing in pairs. Recent 
neutron scattering [1-2] and magnetricity 
experiments have identified the low-temperature 
state of the dipolar spin ice pyrochlore compounds 
Ho2Ti2O7 and Dy2Ti2O7 as a classical magnetic 
Coulomb phase, which hosts the emergent 
magnetic monopoles obeying the magnetic 
Coulomb law. This classical Coulomb phase is 
characterized by dipolar spin correlations with 
power-law decay. In this class of spin ice 
materials, four electron spins residing at the 
corners of a tetrahedron will be compromised to a 
spin configuration of “2-in and 2-out” toward to the 
center of the tetrahedron, i.e. obeying the “ice rule” 
as in the water ice crystal (as schematically shown 
in Fig. 1). When a spin is excited and reverse its 
direction, emergent magnetic monopoles can be 
created as a classic defect that interacts with each 
other via the magnetic Coulomb law.

However, in the quantum version of spin ice, 
where spins can rotate away from the strict “in” 
and “out” spin configuration as imposed by local 
single-ion anisotropy, magnetic monopoles may 
appear as fractionalized pseudospin-1/2 bosonic 
quasi-particle spinons. Thus, these systems 
provide a unique playground to study the intriguing 
quantum dynamics of monopolar spinons. It has 
recently been suggested that pyrochlore Yb2Ti2O7 
can be a prototypical system described by an 
effective pseudospin-1/2 quantum spin ice model 
owing to its Kramers doublet ground state and a 
high-lying first excited state. Furthermore, the 
exact nature of the intriguing phase transition at 
~0.21 K in this compound as indicated in earlier 
specific heat, Mössbauer and SR etc. 
experiments has yet to be established. 

We have recently performed polarized neutron 
scattering experiments on single crystal Yb2Ti2O7 
at the high-flux polarized diffuse neutron scattering 
spectrometer DNS at FRM II [3]. A 3He/4He dilution 
refrigerator was used for the measurements in the 
temperature range 0.02-1 K. A neutron wavelength 
of 4.74 Å was chosen in the experiments. The [1–
10] direction of the crystals was aligned 
perpendicular to the horizontal scattering plane so 
that the (h,h,l) reciprocal plane can be mapped out 
by rotating the sample step by step. The neutron 
polarization at the sample position was aligned 
along the [1–10], perpendicular to the (h,h,l) plane, 
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allowing us to probe the scattering intensities in 
the spin-flip (SF) and the non-SF (NSF) channels 
as well as for the sum of these two channels. The 
magnetic diffuse scattering pattern in the (h,h,l) 
reciprocal plane measured at 0.3 K is shown in 
Fig. 2 (a). A broad intensity from (000) through 
(111) to (222) is identified in the sum (Fig. 2a, 
right), as previously reported in unpolarized 
neutron scattering experiments. This feature is 
dominant in the NSF channel (Fig. 2a, middle). 
The [111]-rod scattering is accompanied by a 
branch from (111) to (220) in the SF channel (Fig. 
2a, left), and by another from (222) towards (004) 
in the NSF channel (Fig. 2a, middle). The 
anisotropic nature of the spin correlations is clearly 
seen around (111) in the SF channel (Fig. 2a, left), 
suggesting a remnant of the pinch-point singularity 
as a signature of an unusual finite-temperature 
paramagnetic phase, which in practice can be 
described as a classical magnetic Coulomb liquid. 
The experimental observations have been well 
reproduced in our theoretical calculation based on 
an effective pseudospin-1/2 quantum spin ice 
model (as shown in Fig. 2 (b)). These results thus 
strongly support the scenario that the high-
temperature phase of Yb2Ti2O7 is a classical 
magnetic Coulomb liquid, which hosts the pinch-
point features and monopolar spinons that are 
deconfined with finite excitation energy. 

 

FIG. 2: (a) Experimentally observed profiles for the spin-
flip (SF) (left), non spin-flip (NSF) (middle) and total 
(right) magnetic diffuse neutron scattering cross-sections 
in the (h,h,l) plane above TC at T = 0.3 K. (b) 
Theoretically calculated magnetic profiles via RPA for the 
SF (left), NSF (middle) and total (right) magnetic diffuse 
neutron scattering cross-sections [3]. 

Below TC 0.21 K we observe that the rod-like 
diffuse scattering along the [111] directions and 
the pinch-point features are suddenly suppressed, 
and the incident polarized neutron beam is 
completely depolarized. This is ascribed to the 
formation of macroscopic ferromagnetic domains. 
The first-order nature of the phase transition is 
revealed via the observation of a thermal 
hysteresis around TC (as shown in Fig. 3 (a)). It is 
possible that the magnetic scattering intensity 
along the diffusive [111]-rod is removed to form 
the magnetic Bragg peaks below TC. Well above 
TC the flipping ratio (the ratio of the NSF to SF 
cross-sections) at (111) gradually decreases on 
cooling and then falls more rapidly to unity around 
TC (Fig. 3 (a)). This indicates that the incident 
neutron spins are already partially depolarized in 
the high-temperature phase because of short-
range ferromagnetic correlations, and are fully 

depolarized well below TC, pointing to the 
emergence of macroscopic ferromagnetic 
domains. In fact, a nearly collinear ferromagnetic 
structure consistent with previous non-polarized 
neutron scattering experiments on the same single 
crystal is also identified theoretically using an 
effective pseudospin-1/2 quantum spin ice model 
on a microscopic basis. 

 

FIG. 3: (a) Top: the sum of the SF and the NSF (111) 
Bragg peak intensities versus temperature showing a 
hysteresis with temperature. The sum increases by 
almost 6% below TC in agreement with the previous 
measurements. Bottom: the flipping ratio of the scattered 
(111) Bragg peak as a function of temperature. This ratio 
falls off steeply to unity below TC with a clear hysteresis. 
The data were collected by first warming and then 
cooling. This sequence is indicated by the arrows. (b) A 
schematic phase diagram as a function of temperature 
and the quantum-mechanical interaction strength of 
Yb2Ti2O7 [3].

From the viewpoint of gauge theory, the high-
temperature phase of Yb2Ti2O7 is effectively 
described as a Coulomb phase, where bosonic 
fractionalized quasi-particles spinons that carry 
magnetic monopole charges are deconfined 
without a static non-uniform proliferation of 
monopole charges and host fluctuating U(1) gauge 
fields responsible for the analogous ‘quantum 
electrodynamics’. These magnetic monopolar 
spinons can undergo a Bose-Einstein 
condensation to form the classical ferromagnetic 
moment (as schematically shown in Fig. 3 (b)). 
This pins the global U(1) phase of the spinon 
fields, and breaks the nontrivial emergent U(1) 
gauge structure. This condensation of matter 
(spinon) fields coupled to gauge fields occurs 
through the Higgs mechanism. Thus, the 
ferromagnetic state can be viewed as a Higgs 
phase of magnetic monopoles. 

The discovery of the Higgs phase of magnetic 
monopoles in quantum spin ice not only will 
motivate scientists to investigate many fascinating 
physical properties of this exotic state of matter, 
but also may open up a new direction in 
spintronics that aims at efficient controls of spins 
for technological applications. 
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Based on a combined analysis from ground 
state projective quantum Monte Carlo (QMC)  
simulations and functional renormalization 
group (fRG) calculations, we examine 
interaction induced electronic instabilities of 
the Hubbard model on the half-filled 
honeycomb bilayer with Bernal stacking, 
relevant for bilayer graphene (BLG). Our 
results exhibit an antiferromagnetic instability 
towards a state that spontaneously breaks 
sublattice and spin rotational symmetry, once 
local Coulomb repulsions are introduced to the 
free system. The magnetization profile reveals 
an inhomogeneous participation of the spin 
moments within the ordered ground state, with 
the enhanced formation of moments along the 
threefold coordinated lattice sites. This layered 
antiferromagnetic state is found to be robust 
with respect to enhanced interlayer couplings 
as well as extended Coulomb interactions. 

Recent experimental studies suggest the formation 
of a symmetry broken state in (BLG), but its actual 
nature remains ambiguous and is at the moment a 
highly debated topic [1]. In the absence of external 
perturbations, due to the finite density of states at 
the Fermi level in the free band limit, the electronic 
Coulomb interaction is expected to trigger a 
genuine electronic instability and drive BLG into a 
correlated ground state. Possible candidate states 
that have been proposed include an (layered) 
antiferromagnetic state, several topological states 
such as quantum anomalous Hall, quantum spin 
Hall or quantum valley Hall states, all of which 
exhibit a finite bulk gap, as well as a gapless 
nematic state. While most recent experiments 
identified a finite excitation gap of a few meV 
emerging in bilayer graphene, at low temperatures  
other transport data has been interpreted towards 
the formation of a gapless, possibly nematic state. 
Within the currently inconclusive experimental 
situation, an AF state is considered a probable 
ground state among the (gapfull) candidates and 
thus worth a more detailed examination. We 
explore the nature of this possible ground state by 
taking screened Coulomb interactions into account 
within a tight-binding approach for BLG via a local 
Hubbard model description of the carbon - 
electrons. In particular, since the neutrality point 
relates to half-filling in the Hubbard model, we take 

 

FIG. 1: (a) (a) Bernal stacking of the honeycomb bilayer 
with intra- (inter)layer hopping t (t ) between the 
sublattices A, B and A , B  (A , B). Within the sublattices 
an equal number of sites have a coordination number z = 
3 or 4. (b) Patching scheme of the Brillouin zone 
employed in the fRG calculations on BLG. 

 
the opportunity to explore possible electronic 
instabilities using unbiased QMC methods. We 
performed QMC simulations on finite systems of 
linear extent L for L up to 12 with periodic 
boundary conditions. In the following, we consider 
the Hamiltonian H = H0+Hint, with the local 
interaction term Hint = U i ni, ni, .Furthermore, H0 
denotes the free tight-binding model containing 
both intralayer nearest neighbor hopping t as well 
as interlayer hopping t , as illustrated in Fig. 1(a). 
We employed the fRG patching of the Brillouin 
zone show in Fig. 1(b), to obtain accurate 
estimates for the critical energy scale c where an 
electronic instability emerges during the fRG flow. 
Up to an order of magnitude, c can serve as an 
estimate for the single particle gap. For a broad 
range of pure Hubbard interactions U, we observe 
a flow to strong coupling with the signature of an 
AF instability. The AF instability is also robust with 
respect to variations of the band structure, in 
particular the interlayer coupling. Our main 
findings thus result from analyzing this local 
Hubbard limit, where we can efficiently employ 
QMC. We fix t  = t; this choice allows us to reliably 
study electronic instabilities, due to the well 
pronounced quadratic band touching at the Fermi 
level. From a fit of the imaginary-time displaced 
QMC Green’s function, the single-particle gap sp 
can be extracted. In Fig. 2, we present our results 
for the single particle gap obtained from QMC and 
a mean field theory (MFT) alongside the fRG 
critical scale as a function of U/t. The extrapolation 
to the thermodynamic limit (TDL) using a second 
order polynomial yields a continuous onset. 
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FIG. 2: Single particle gap from QMC simulations for 
different system sizes and the finite size extrapolation to 
the TDL, along with the fRG critical scale as a function of 
U/t. The inset on the left shows the same data vs.  t/U in 
a semilog scale, exhibiting an exponential onset of the 
gap in the large t/U range. The inset on the right shows 
the fRG data along with MFT results. 

Finite size extrapolation of the available data 
points deceptively suggests a finite critical value of 
U for the transition from the semimetal to the Mott 
insulator. This can be attributed to pronounced 
finite size effects at low energies. The fRG critical 
scale for the same parameters indeed reproduces 
such a continuously increasing associated single 
particle gap for all finite values of U. The fRG data 
show an exponential gap in the large t/U regime 
(left inset). Accordingly, the extrapolated QMC 
data follow the same behavior. One can readily 
see that larger lattices are needed in order to 
clearly identify this exponential onset at smaller 
values of U/t. The same effect is observed already 
within the MFT approach (right inset): increasingly 
larger system sizes allow us to identify the 
exponential opening of the single particle gap sp 

 exp( t/U). From our fRG data, we can extract 
the exponent   16, which is close to the Hartree-
Fock value of 9  t2/2t . Deviations from this 
exponential behavior emerge beyond an 
intermediate coupling strength of U/t  2, and 
relate to the onset of the strongly correlated 
regime. Note that within this model, the energy 
gap for realistic values of the Hubbard U  3t are 
rather large, sp  0.07t  200 meV. To quantify 
the AF order within QMC simulations, we measure 
the overall staggered structure factor, from which 
we obtain the mean staggered magnetization m 
per lattice site. We also consider restricted order 
parameters mz for sites with coordination numbers 
z = 3 and 4. While m steadily increases with U > 0 
as does the single particle gap, we observe 
pronounced differences in the two sublattice 
magnetizations, which arise due to the presence of 
inequivalent sites in the lattice structure [cf. Fig. 
3(a)-(b)]. In particular, we find that sites with the 
higher coordination z = 4 (filled symbols) exhibit a 
lower ordered moment, at odds with the usual 
intuition that high coordination favors more robust 
Néel order. An increase of z on one sublattice will 
generically make the ordering more robust 
everywhere, although not uniformly so for all 
sublattices. This hierarchy of magnetic moments 
can indeed be also inferred directly from the fRG  

 

FIG. 3: The sublattice magnetization vs. U/t for sites with 
coordination number z = 3 (open symbols) and z = 4 
(filled symbols) from (a) MFT in the TDL, (b) QMC 
simulations for different system sizes, and (c) in the 
Heisenberg limit vs. the interlayer AF exchange coupling 
J /J. The data in (c) result from stochastic series 
expansion QMC simulations, after extrapolation to the 
TDL; also shown in (c) is the staggered magnetization m. 

calculations over a wider range of nonlocal 
interactions, by comparing the relative strengths of 
the effective interactions on the different sites of a 
unit cell. Similar effects of an enhanced magnetic 
order near low-coordinated sites have previously 
been observed in localized quantum spin models 
on other inhomogeneous lattice structures. In the 
current case, the joint bonds on sites with 
coordinated number z = 4 interconnect the two 
layers [cf. Fig. 1 (a)]. With increasing U and t , the 
moments along these bonds hybridize between 
the layers and tend to form spin singlets, 
suppressing the participation in the long range AF 
order on these sites. In Fig. 3(c), we consider the 
staggered magnetizations in the large-U limit, 
wherein the model becomes a spin only 
Heisenberg model, with an intralayer exchange 
coupling J = 4t2/U and an interlayer coupling J  = 
4t /U. All three order parameters exhibit an initial 
increase upon increasing J /J. Furthermore, while 
m3 saturates for large J /J, m and m4 scale to zero 
in the large J  limit. These results show that for all 
finite values of J/J , the system remains 
antiferromagnetically ordered, but with a 
suppressed staggered moment on the z = 4 sites 
for large J /J, due to the tendency towards forming 
J -singlets along the interlayer bonds. Further 
details and additional data from the QMC 
simulations can be found in our publication [2]. 
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Spin relaxation is the decay of an out-of-
equilibrium spin population in a material. Since 
the electron spin is a carrier of information, the 
effect of spin relaxation is fundamental to the 
field of spintronics. Here we predict a new 
effect, concerning the anisotropy of the spin 
relaxation time with respect to the angle 
between the spin polarization axis  and the 
crystallographic axes in inversion-symmetric 
systems. The anisotropy can reach gigantic 
values, e.g. 830 % in hcp Hafnium. The effect 
and its origin are discussed for bulk metals as 
well as thin films in terms of their electronic 
structure with focus on near-degenerate 
states, surface states and spin-orbit coupling 
(SOC).    

In non-magnetic solids with space-inversion 
symmetry, the Elliott-Yafet mechanism [1,2] for 
spin relaxation is generally accepted as the most 
important one. According to the Elliott-Yafet 
theory, one must take into account that, in the 
presence of spin-orbit coupling (SOC), the electron 
eigenstates in a crystal cannot be eigenstates of 
the spin operator. One finds, instead, states with 
dominant but not absolute spin-up or spin-down 

character, denoted as k

+
(r) or k

-
(r) respectively, 

that form a degenerate pair at each k and energy 
by virtue of the time-reversal and space-inversion 
invariance. Denoting by S the spin operator and Sz  

its z-component, the deviation of any of the k 
from being an eigenstate of Sz  is quantified by the 
dimensionless parameter  

2 2 21 1 1
2 2

( ) min [0 ]zb < S > {< > < > }
k k k k k

 where > and > denote respectively the up-

spin and down-spin eigenstates of Sz. In the limit bk

2

=0, the state k is an eigenstate of Sz; in the limit 

bk

2
= ½ it shows full spin mixing. When SOC is 

present, the limit bk

2
= 0 cannot occur, but the limit 

bk

2
= ½  can be reached for special points in the 

Brillouin zone (BZ) that are called spin-flip hot 
spots [3] and that can be formed where a band 
degeneracy is lifted only by spin-orbit coupling. By 

continuity, the value of bk

2
 in the region of the band 

structure around the spin-flip hot spots is also high 
but smaller than ½.  

Following Elliott [1] we accept that an excited spin 

population occupies states of the type k

+
 which, 

after scattering off phonons or defects, have a 

finite probability Pk'

-

k

+
 of a transition to states of the 

type k'

-
. This scattering event from a “ ” state to 

a “ ” state represents a spin-flip, because the 

former state has a predominantly spin-up 
character and the latter a predominantly spin-down 
character. According to the Elliott approximation 

the spin-relaxation rate 1/T1= k’k Pk'

-

k

+
 scales 

proportionally to the integrated parameter b
2= kbk

2
 

that is also called the Elliott-Yafet parameter 
(EYP). The summation over k’ and k takes place 
around the Fermi energy with an appropriate 
convolution with the Fermi function.  

In the above discussion we assumed that the 
excited population has a polarization along the z  
axis. However, in an experiment there is the 
freedom to excite a spin polarization along any 
axis . This is especially the case in a non-
magnetic material, since there are no internal 
magnetic fields that distinguish a polarization axis. 
For a theoretical description of this experiment we 
must form appropriate linear combinations of the 

type ck( ) k(r)+dk( ) k

-
(r), with ck( ) and dk( ) 

coefficients to be calculated in such a way that the 
linear combination yields a maximal expectation 
value of the operator S . In this way we obtain a 

new parameter bk

2
( ) and a new (integrated) EYP 

b
2
( ). The latter quantity obeys the crystal point 

group symmetry, as does the spin-relaxation time 
T1( ), i.e., they are invariant with respect to 
symmetry rotations of . However, they are not 
invariant under general rotations. We thus define 
the anisotropy of the EYP and of T1 as  

2 2 2 2

ˆ ˆˆ
[ ] max[ ] min[ ] min[ ]A b { b b } b

s ss

 (1) 

1 1 1 1
ˆ ˆˆ

[ ] max[ ] min[ ] min[ ]A T { T T } T
s ss

 (2) 

where the maximum and minimum values are 
found with respect to rotations of  in the whole 
unit sphere. Eq. (2) (as well as Eq. (1), in the Elliott 
approximation) expresses the relative change of 
the spin-relaxation time in an experiment where 
the excited spin polarization is tried along all 
possible directions with respect to the 
crystalographic axes.  

It is expected, and found in our calculations, that 
the global maximum and minimum values should 
be found for  along high-symmetry crystallo-
graphic axes. For qubic crystals one should thus 
compare the [001], [110], and [111] directions, for 
hcp crystals the c-axis to the directions in the ab-
plane, and for thin films the out-of-plane direction 
to the in-plane direction. We did this for a number 
of systems and found that the anisotropy can vary 
between them by five orders of magnitude (from 
A=10-2 in fcc Au to 103 in hcp Hf) even though the 
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investigated systems have comparable spin-orbit 
coupling strength [4,5,6].  
 

 
 
FIG.1: Top: Fermi surface of hcp Os with a colour code 

showing the distribution of bk

2
 for [001] (left) and 

[001] (right). Bottom: Fermi surface of hcp Hf for 
[001] (left) and W for [001] (right). The “hot spots” 

and “hot regions” (in red) are strongly suppressed upon 

varying .  

Fig. 1 shows the distribution of bk

2
 on the Fermi 

surface of Os, Hf and W. In all cases, the spin-flip 
hot spots and the “hot regions” around them are 
visible in red colour. In the case of Os it is shown 
that a change of  from the [001] to the [100] 

direction changes completely the distribution of bk

2
 

and thus the integrated b
2
. In particular, a large hot 

region (indicated by H) appears around the center 
of the top and bottom sheets, where they are 
almost degenerate. The situation is analogous to 

Hf when changing from [100] to [001]: the red 
loops on the hexagonal face of the Brillouin zone 
lose their intensity (not shown here). Also in W we 

find a strong difference between the [001] and 

[111] directions of . Overall, this leads to an 

anisotropy of b
2
 with a value of A=830 % for Hf, 59 

%  for Os, and 6 %  for W. For Au, that has an 
almost spherical Fermi surface with no hot spots, 
the anisotropy is less than 0.1 %.  

From our calculations it becomes clear [4,5] that 
the largest contribution to the anisotropy comes 
from the spin hot-spots and from the region around 
them. In a deeper analysis we have revealed the 
origin of this strong effect. By separating the spin-
flip part (LS)  from the spin-conserving part (LS)  
in the spin-orbit operator L.S= (LS) + (LS)  (LS)  
(where  is the spin-orbit coupling strength) we 
observe that both (LS)  and (LS)  depend on the 

choice of , even if their sum does not, since it is 

represented by a scalar product. The parameter bk

2
 

depends on the matrix elements of (LS)  and 

through these on . Thus, we focus our discussion 
on (LS) . The contribution of this term depends 
on m, i.e. the z-component of the orbital angular 
momentum of the states, since one must have 

m= 1 in transitions through this term (the 
transitions are k-conserving between different 

bands due to the action of the SOC). At each point 
on the Fermi surface the Bloch eigenfunctions 
have a certain resolution in m  determined by the 
directional orbitals, the electron hopping between 
the neighbor atoms, and the direction of the 
nearest neighbors. E.g., the resolution in d orbitals 
will contain m=0 if the dz2 state is involved in the 
hopping along the [001] direction in the crystal. But 
when we rotate , we effectively rotate the z-axis in 
which the orbitals are expressed. Then, what was 
previously a dz2 (m=0) state changes to a linear 
combination of orbitals with different m. Under 
these circumstances it can be that the condition 

m= 1 between bands is met in one reference 
frame and not in another, and as a consequence 
the matrix elements of (LS)  can be present in 
one frame and vanish in another. From here 
comes the anisotropy. Additionally, the magnitude 
of the effect must increase strongly around the hot 
spots, because there the band structure shows 
degeneracies or near-degeneracies thus the 
transitions become largest, as perturbation theory 
arguments show.  

Finally, we comment on our findings in thin films 
[6]. Here, our investigation is focused on W(001) 
from where it becomes clear that the surface-
states will play an important role in the EYP and its 
anisotropy: we find A[b²]=37 %  for a 10-layer film, 
which is larger than the bulk value of 6 %. In 
particular, the combination of the broken 
translational symmetry at the surface with spin-
orbit coupling introduces an additional splitting of 
surface states that is known as Rashba splitting 
[7]. A concequence of this splitting is that the 
direction of spin-polarization of the Bloch 
eigenfunctions is k-dependent and mostly points in 
the surface plane. As a result, if the spin 
population is excited with a direction of  
perpendicular to the surface plane, it is 
incompatible with the surface band structure and 
can only be accommodated by special linear 
combinations of surface wavefunctions that result 

in bk

2
=½ for all surface states. The remaining states 

(bulk-like states) of the film are not affected by the 
Rashba splitting and behave just as in the case of 
a bulk metal. The theoretical analysis shows that, 
qualitatively, the effect of surface states will be not 
specific to W(001) but general. 
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Uncovering the physical mechanisms that 
govern ultrafast charge and spin dynamics is 
crucial for understanding of the fundamental 
limits of ultrafast spin-based electronics. The 
first pioneering experiments in 1996 [1] have 
established that spin-dynamics in magnetic 
materials can be quenched by femtosecond 
laser light pulses within a few hundred 
femtoseconds. However, understanding the 
details of physical mechanisms governing 
femtosecond spin-dynamics remains elusive. 
In our experiments we spatially separated the 
spin-dynamics using Ni/Ru/Fe magnetic 
trilayers, where the Ni and Fe layers can be 
ferro- or antiferromagnetically coupled. By 
exciting the layers with a laser pulse and 
probing the magnetization response in Ni and 
Fe simultaneously but separately, we 
discovered that optically induced demag-
netization of the Ni layer transiently enhances 
the magnetization of the buried Fe layer when 
the two layer magnetizations are initially 
aligned parallel. Our observations are 
explained by a laser-generated superdiffusive 
spin current between the layers [6]. 

One of the major roadblocks for continued 
progress in nanoelectronics is energy dissipation 
caused by the flow of electrical current. Encoding 
data in electron spin, rather than charge, promises 
a new route for technology with the potential to 
dramatically reduce energy requirements. A 
current grand challenge in this area is to control 
the static and dynamic behavior of spins and spin 
ensembles. Spin-dynamics is in-itself of 
fundamental interest for understanding spin-
photon-charge-phonon interactions and their 
complex interplay on pico- and femtosecond 
timescales. The potential to rapidly manipulate 
spins was first demonstrated in a pioneering 
experiment [1] that observed that the 
magnetization of Ni can be optically quenched 
within few hundreds femtoseconds after excitation 
by an ultrashort laser pulse. Up to date, spin  

FIG. 1: Experimental setup and the multilayer sample 
schematics. The magnetization of the Al/Ni/Ru/Fe 
multilayer samples is probed by laser higher harmonics 
in the extreme ultraviolet (XUV) spectral range, at the 3p 
absorption edges of Ni (66 eV) and Fe (52 eV).  The 
Si3N4-grating, patterned on top of the layers, spectrally 
separates the XUV high harmonic beams that are then 
detected by an X-ray CCD detector. The pump laser light 
absorbed in the thin Al and Ni layers results in a spin 
current (marked by grey arrow in the inset) that travels 
through the non-magnetic Ru spacer layer into the Fe 
layer. The magnetization of the Fe layer increases or 
decreases depending on its orientation relative to Ni. The 
inset illustrates schematically the relative magnetization 
of the Ni and Fe layers (thin black and white arrows), the 
majority spin alignment in the layers (red and green 
circles) and the flow of the spin current (large grey arrow) 

dynamics in a broad range of materials, including 
alloys [2,3]  and magnetic multilayers[4,5] have 
been explored. 

Despite a considerable number of experimental 
data the microscopic mechanisms behind the 
ultrafast spin phenomena are not fully understood.      

In our work, we studied the spin dynamics in 
interlayer exchange-coupled Ni/Ru/Fe trilayers 
(Fig.1). Our experiment show that for the parallel 
magnetization orientation of the top Ni and the 
bottom Fe layers the magnetization of Ni is 
transiently quenched after the laser excitation, 

. 
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whereas, the Fe magnetization is transiently 
enhanced [6]. In contrast, in antiparallel 
magnetization alignment we observed the 
transient demagnetization of both layers. We 
attribute our  

FIG. 2: Experimentally measured (a,b) and calculated 
(c,d) time- and layer-resolved magnetization. The time-
resolved magnetization of the Ni and Fe layers in the 
Ni(5 nm)/Ru(1.5 nm)/Fe(4 nm) trilayer for the parallel (a) 
and antiparallel (b) magnetization alignment. The data 
have been extracted by integrating the magnetic 
asymmetry signal over the 3p absorption edges of Ni and 
Fe, respectively, and normalizing to the magnetic 
asymmetry values before the time zero (black broken 
line). The magnetic asymmetry at the Fe 3p absorption 
edge anomalously increases for the parallel (a), and 
decreases for antiparallel magnetization orientation of Ni 
and Fe layers (b). In our model, laser-induced ultrafast 
demagnetization of the Ni layer (blue curves in c and d) 
generates superdiffusive spin currents that increase the 
Fe magnetization for parallel orientation (red curve in c), 
while decreasing the Fe magnetization for antiparallel 
alignment (red curve in d). The strengths and timescales 
of demagnetization and magnetization agree well with 
the measured data. 

observation to the ultrafast spin transport between 
the layers [8]. In our experiment, we excited the 
sample by 25 fs infrared laser pulses and probed  
the magnetization of Ni and Fe layers by a 
broadband laser-generated high harmonics comb 
spanning 20-72 eV covering the 3p absorption 
edges of Ni (66 eV) and Fe (52 eV). Employing the 
transversal magneto-optical Kerr effect (T-MOKE) 
we measured the magnetic asymmetry (A) layer-
selectively at the Ni and Fe 3p absorption edges 
with A being proportional to the magnetization and 
defined by  

                      
)()(

)()(

HIHI

HIHI
A

rr

rr , 

where Ir (H ) and Ir (H ) denote the intensity of light 
reflected from the sample for external magnetic 
field vector H ,  pointing up or down perpendicular 
to the plane of incidence. The harmonics were 
spectrally separated by a Si3N4 optical grating 
fabricated on the top of the multilayer stack (Fig. 
1). Femtosecond dynamics for Ni and Fe layers in 
both antiparallel and parallel alignments are shown 
in (Fig.2). We explain these observations by  

ultrafast spin transport between the layers based 
on the asymmetry between the transport 
properties for majority and minority spins in Ni and 
Fe. For Ni, the inelastic mean free path for laser-
excited majority spins is longer than for the 
minority ones [8] reaching the Fe layer. Assuming 
parallel magnetization of Fe and Ni, the Ni majority 
spins fill the empty majority spin states of Fe, thus 
transiently increasing the net magnetization of Fe. 
In the opposite case of antiparallel magnetization 
alignment, the Ni majority spins fill the empty Fe 
minority states resulting in demagnetization of the 
Fe layer. These arguments are supported by the 
numerical solution based on the superdiffusive 
spin transport equation [8] for the Ni and Fe layers 
(Fig. 2c,d). The simulations agree well with the 
experimental data (Fig. 2a,b) in terms of time 
scales and strengths of the observed effects. The 
anomalous enhancement of the Fe magnetization 
is most prominent at relatively low excitation 
fluence, below F 2.0 mJ/cm2. We find that at 
higher fluence (see ref [6]), direct optical excitation 
of the Fe layer becomes the dominant source of 
demagnetization, exceeding the effect of the 
supediffusion. In experiment, by increasing the 
excitation fluence to F 2.7 mJ/cm2, we observe 
the Fe magnetization to decrease in response to 
the excitation pulse even when the Ni and Fe 
magnetizations are parallel. Laser-generated spin 
currents can possibly find application in moving 
domain walls, switching magnetic nano-elements 
on sub-picosecond timescales or in spin-based 
electronics operating in the Terahertz frequency 
range.    
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Spin-torque nano-oscillators (STNO) operating 
based on the interaction between a spin-
polarized current and nanomagnets are 
promising candidates for on-chip microwave 
sources that would allow greatly advancing 
today’s state of the art telecommunication. We 
present a combined analytical and numerical 
study on double-vortex STNOs and describe a 
mechanism that suppresses the unwanted 
Slonczewski-windmill modes. These 
theoretical findings based on the spin-torque-
coupled Thiele equations are supported by 
experimental measurements on Fe/Ag/Fe 
nanopillars. The results open up a new 
perspective for building high quality-factor 
STNOs operating at selectable, well-separated 
frequency bands.  
 
Spin-torque nano-oscillators (STNO) typically 
consist of two single-domain ferromagnetic layers 
separated by a metallic spacer or a tunnel barrier, 
one with its magnetization fixed (polarizing layer), 
the other one susceptible to torques (free layer). 
An electric current traversing the system 
perpendicular to the layers becomes spin-
polarized and exerts torques on the 
magnetizations [1,2] leading to magnetization 
dynamics of the free layer. These excitations are 
typically in the range of a few GHZ and can be 
detected by measuring the time variation of the 
magnetoresistance.  

Here, we investigate STNOs containing two 
stacked magnetic vortices [3], i.e., a system 
consisting of two ferromagnetic disks, each in a 
magnetic vortex state and separated by a metallic, 
nonmagnetic spacer [see Fig. 1(a)]. Such double-
vortex systems have so far rarely been treated in 
the literature [4]. Depending on the relative 
chiralities, the vortex pair can be either in a parallel 
or antiparallel configuration. There is a 
fundamental difference between our device and 
typical STNOs (consisting of homogeneously 
magnetized layers): In our double-vortex system, 
neither of the two ferromagnets is pinned, one 
vortex serves as the polarizer for the other and 
vice versa. Thus, in both layers, magnetization 
dynamics can be excited by spin-transfer torque. 
This is a particularly interesting condition, since for 
the case of two spin-torque coupled macrospins 
the spin-transfer torque has the tendency to 
conserve the relative angle of the two moments. A 

dynamic state where both macrospins precess 
while their relative angle remains constant in time 
is referred to as Slonczewski-windmill. It has been 
shown [5] that in single-domain-based STNOs, 
such states can appear if the degree of symmetry 
between the two layers is sufficiently high. 

The dynamics of the magnetic vortex in each disk 
(assuming rigid vortex structures) is governed by 
the Thiele equation [6]. The spin-transfer torque 
induced force in this equation can be decomposed 
into two contributions; the first term arises from the 
in-plane magnetization of the polarizer vortex and 
acts on the core of the other vortex, while the 
second term is caused by the core of the polarizer 
vortex and acts on the in-plane magnetization of 
the vortex in the free layer. We analytically 
calculated both contributions following a procedure 
given in Ref. 7 as a function of the core-core 
separation. The second term is negligible for large 
core-core separations and is thus not included in 
our investigation, since we are interested in the 
high amplitude excitations for large current 
densities. 

The solutions to the coupled Thiele equations for 
vortices 1 and 2 [see Fig. 1(a)] are obtained 
numerically. The results can be summarized as 
follows: For positive currents and equal chiralities, 
the top vortex gyrates around the disk center on a 
trajectory of about 50 nm in radius, regardless of 
the core polarity. The sense of rotation, however,  

FIG. 1: (a) Sample structure used in the calculations. 
The sample consists of two ferromagnetic Fe disks (1 
and 2), each containing a vortex characterized by its 
chirality (Ci) and core polarity. The upper disk is 15 nm 
thick, the lower 25 nm. Both have a diameter of 230 nm. 
A metallic, nonmagnetic spacer Ag separates the two 
ferromagnetic layers. The positive technical current 
direction is shown, corresponding to an electron flow 
from the top to the bottom layer. (b) Scanning electron 
micrograph of a nanopillar after ion beam etching used 
employed in the experiment after applying a top contact.
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is determined by the core polarization. The 
gyration frequency is 1.0 GHz. The bottom vortex 
adapts its frequency and sense of gyration 
according to the top vortex. A dynamic equilibrium 
develops with a constant phase difference 
between the vortices even in the case of opposite 
relative core orientation. This frequency adaption 
is accompanied by a strong reduction in radius of 
the bottom core trajectory to less than 1 nm. For 
negative currents, the vortices switch roles: The 
bottom vortex gyrates on a large orbit, while the 
top vortex’ trajectory is quenched. In the dynamic 
equilibrium the phase difference is constant and 
the gyration frequency is about 1.67 GHz. This 
frequency corresponds to the eigenfrequency of 
the bottom vortex, while the sense of rotation is 
determined by its core polarity (The different 
eigenfrequencies arise from the different thickness 
of the two disks). The gyration phase difference 
between the two vortices depends on the relative 
core alignment. A strong reduction of the orbit 
radius or, in other words, a quenching of the 
windmill modes accompanies the phase shifting. 
The phase shift always serves to adapt the 
magnetization dynamics of the polarizer layer to 
the frequency of the dominantly excited vortex’ 
gyration frequency. Figures 2(b) and (c) depict the 
X coordinates of the two vortex cores for positive 
and negative current, respectively. Figure 2(a) 
displays the resulting spectra, in each case 
obtained from the dynamics in the dominantly 
excited disk.  

From the coupled Thiele equations it is clear that 
the solutions for opposite chiralities and positive 
current polarity are identical to those obtained for 
equal chiralities with a negative current polarity. 
For large enough current density |j|, the obtained 
characteristics of the dynamics are the 
generalization of the criterion found in Ref. 8. In 
our case, both disks can be polarizing or free 
layer. For a given combination of chiralities C1C2 
and applied current polarity, the system responds 
with a damped and a dominant gyration, the 
former defining the polarizing and the latter the 

free disk. It is the product of current and chiralities 
that matters. Therefore, for given chiralities, the 
current polarity determines which disk is 
dominantly excited. On the other hand, changing 
the current sign influences the dynamics in the 
same way as changing one of the chiralities. 
Therefore we can formulate a generalized jCC 
criterion: for jC1C2>0 the top and for jC1C2<0, the 
bottom disk is excited. These theoretical findings 
are supported by our experimental data obtained 
from double-vortex Fe/Ag/Fe STNOs (see Fig. 3). 
The details of the model and experiment can be 
found in Ref. 3. 

In summary, we have presented a spin-torque-
based mechanism that quenches windmill-modes 
in double-vortex STNOs. The origin is frequency 
and phase adaption of the gyrotropic motions in 
the two disks, which results in a strong 
suppression of the gyration radius in one of the 
disks. Changing the sign of the product jC1C2 
interchanges the roles of active and suppressed 
vortices. In particular, flipping the current sign at a 
fixed relative chirality combination provides, in 
agreement with our experimental data, an effective 
mode selection mechanism, which allows 
deliberately choosing between separated 
frequency bands of the oscillator.
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FIG. 2: Vortex dynamics obtained for the case of equal 
chiralities, represented by the time variation of the 
respective X coordinates of the vortex cores. (a) For 
positive and negative current, the system gyrates at 1.0 
GHz (green) and 1.67 GHZ (purple), respectively. The X 
coordinate of the vortex cores is shown in the lower 
panels for the positive (b) and negative (c) currents. The 
blue lines correspond to the top, the red lines to the 
bottom vortex. In (b), both cores have positive polarity, 
while in (c) they are antiparallel with the bottom core 
pointing down. 

FIG. 3: Experimental resistance vs. field measurements 
of a Fe(25 nm)/Ag(6 nm)/Fe(15 nm) nanopillar with a 
diameter of 230 nm for (a) increasing field at +21 mA 
and (b) decreasing field at -21 mA. The low-resistance 
region around B=0 indicates the existence of the 
double-vortex state. Simultaneously recorded high-
frequency spectra show peaks only in this region 
(colored symbols). The excitation frequencies for 
positive and negative current, respectively, are shown 
in (c) and (d). The frequency ranges are clearly different 
and well separated for the two current polarities. The 
ratio of the frequencies at B=0 is about 1.46. Taking into 
account the Oersted field and the magnetostatic field 
contributions this ratio shifts to a value of 1.54, very 
close to the ratio of the disk aspect ratios 5/3=1.67, the 
value predicted by our model.  
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Topological solitons driven by Landau-
Lifshitz-Slonzcewski equations 
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Spin polarized currents offer the possibility to 
manipulate topological solitons, such as 
magnetic vortices in thin-film elements, and to 
switch between topologically separated states. 
Improved theoretical understanding of such 
singular switching mechanisms is required in 
order to develop suitable control strategies. 
Topologically obstructed evolution problems 
and singularity formation in geometric evolu-
tion equations are a well-established and 
active areas of applied mathematical analysis, 
and we shall report on new perspectives in the 
context of Landau-Lifshitz dynamics driven 
driven by a spin torque.  
 
Spin-polarized currents interact with local 
magnetizations via the so-called spin-transfer 
torque, introduced in 1996 by Slonczewski and 
Berger. This effect can be used to excite 
magnetization oscillations or to switch magneti-
zation orientation, and it gave rise to a number of 
new trends for future storage technologies and 
spintronic applications. A well-accepted continuum 
equation for the (normalized) magnetization 
m=m(x,t) in the presence of a spin-polarized 
current, represented by a spin velocity field 
v=v(x,t) is the following modification of the 
classical Landau-Lifshitz-Gilbert equation  

eff
t t

m m
v m m v m h  

proposed by Zhang & Li and Thiaville et al., that 
we shall call Landau-Lifshitz-Sloncewski equation 
(LLS), anticipating our later discussion on the 
relationship with Slonczewski’s original model. 
Here, heff=- E(m) is the effective field given by the 
functional gradient of micromagnetic energy 
E=E(m). For an ideally soft ferromagnet occupying 
a region R³, E=E(m, ) is the sum of exchange 
and stray-field energy, i.e., after non-
dimensionalization,  

3

2 2 2( )E d
R

m m  

where d is the exchange length and where the 
stray-field hstray=-  is determined from m via 
Maxwell’s equation  

3( ) 0 inm R  

making the equation non-local. Observe that LLS 
is obtained from the original Landau-Lifshitz-
Gilbert equation by adding two non-variational 
terms  

andv m m v m  

referred to as the adiabatic and non-adiabatic 
spin-transfer torque, respectively. Discussions on 

the origin of non-adiabatic spin-torque components 
and the size of ß>0, which is expected to be close 
to Gilbert damping  and crucial e.g. for an 
adequate description of current induced domain 
wall motion, are notable issues not only in the 
context of modeling. The case =ß, suggested on 
thermodynamic grounds, is special. Introducing 
the particle derivative  

( )D
t

v

m
m v m  

LLS exhibits the particularly simple form  

effD D
v v
m m m h  

In particular, it can be obtained from the original 
Landau-Lifshitz equation by adding a single 
transport term (v. )m  

eff effD
v
m m h m m h  

The transport term in the above version of LLS can 
be understood as a continuum limit of discrete spin 
transfer terms. But in order to obtain a non-
adiabatic contribution, it clearly matters to which 
form of the Landau-Lifshitz-Gilbert equation 
(Gilbert or Landau-Lifshitz form) it is added, or, in 
other word, how internal damping is expressed.  

Relation with Slonczewski’s spin torque 
The spin-transfer terms (at least the adiabatic one) 
in LLS are typically interpreted as homogenized 
versions of Slonczewski’s spin transfer model 
between two homogeneously magnetized layers 
separated by paramagnetic spacers within a five-
layer system. If no additional interaction or 
damping mechanisms are active, Slonczewski’s 
semi-classical approach has led, in suitable units, 
to a dynamical system  

1 1 1 2

2 2 1 2

( ) 0

( ) 0

J S S SS

J S S SS
 

in terms oft wo director fields S1 and S2. 

Extending this system to an infinite spin chain of 
spacing h«1, we are led to consider the modified 
Slonczewski spin torque  

1 1( )
( )

2

h k k
k k kJ

h

m m
m m m  

In a discrete-to-continuum limit, when h  0 and 
{mk}k Z approximates m=m(x,t), we expect  

( )h
k k J

t x

m m
mm  

This can be made rigorous, starting from a three 
dimensional lattice model, see [1]. 
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Within time-dependent density functional 
theory, combined with the Korringa-Kohn-
Rostoker Green function method, we devised a 
real space method to investigate spin 
excitations, which are probed nowadays by 
state of the art inelastic scanning tunnelling 
spectroscopy. Our scheme enables the 
description and prediction of the main 
characteristics of these excitations, i.e. their 
resonance frequency, their lifetime and their 
behaviour upon application of external 
perturbations such as a magnetic field. We 
illustrate our method with application to 3d 
adatoms and dimers on several metallic 
substrates. 

Magnetic atoms adsorbed on nonmagnetic 
substrates have been a topic of active study, both 
to provide insight into fundamental aspects of 
magnetism and as possible elements for future 
information technology. Scanning tunneling 
spectroscopy (STS) was, for example, utilized for 
atom-by-atom engineering and magnetometry of 
tailored nanomagnets [1]. It was also 
demonstrated, that such an experiment detects 
magnetic excitations by measuring the changes of 
the conductance (see e.g. [2,3]). The possibility to 
excite the substrate leads to an increase of the 
number of possible final channels for the tunneling 
electron when the STS bias matches an excitation 
energy threshold, leading to an abrupt increase of 
the conductance. Several parameters can affect 
the properties of these excitations, e.g. (i) the type 
of substrate, (ii) the details of the hybridization 
between the electronic states of the adsorbate and 
those of the substrate, (iii) and the symmetry, 
shape and size of the adsorbate. Describing such 
excitations from first-principles is a highly non-
trivial task requiring access to dynamical response 
functions such as the transverse dynamical 
magnetic susceptibility  that, in linear response, 
describes the amplitude of the transverse spin 
motion produced by an external magnetic field Bext 
of frequency . The imaginary part of  gives 
access to the local density of spin-excitations.  

We developed a method that allows us to address 
magnetic excitations using the Korringa-Kohn-
Rostoker single particle Green function (KKR-GF) 
within the framework of time-dependent density 
functional theory [4]. Our scheme is readily applied 
to bulk materials, to surfaces with adsorbed films, 
and it is a real space formalism ideal for diverse 
small nanostrucures. To illustrate our scheme, we 
explore spin-excitations of 3d adatoms (Cr, Mn, Fe 

and Co) on Cu(100), Cu(111) and Ag(111) 
surfaces. 

We solve the following Dyson-like equation: 

  = 0(1-U 0)
-1 ,      (1) 

where 0, a convolution of Green function 
integrated over the energy, is the Kohn-Sham 
susceptibility and , the total susceptibility, is exact 
in principle if the full exchange and correlation 
kernel U is known. In practice, one often invokes 
the adiabatic local spin density approximation 
(ALDA); U can also be viewed as a Stoner 
parameter, i.e. ratio of the local exchange splitting 
divided by the magnetic moment, whose value is 
in the range of 1eV/ B for 3d transition elements.  

FIG. 1: In (a) the imaginary part of  is plotted for every 
adatom when applying an additional magnetic field along 
the z -direction corresponding to a Larmor frequency of 
13.6 meV (dashed line). In (b) are shown Im  calculated 
for the four dimers. The optical modes, estimated for Mn 
and Fe from a Heisenberg model, are represented as 
dashed lines. 

In Fig. 1(a), we show our calculations of the 
resonant response of the local moments for the 
four adatoms we have investigated on the Cu(001) 
surface [4]. If one applies an external magnetic 
field along the initial direction of the magnetic 
moments, we expect from a Heisenberg model a 
delta function in the response spectrum located at 
the Larmor frequency. For the field we have 
applied, a g value of 2 would provide a resonance 
at 13.6 meV. As can be seen in Fig.1(a), instead of 
delta functions we obtain resonances of different 
widths, i.e. resonances that are shifted differently 
from the ideal Larmor frequency depending on the 
chemical nature of the adatom. Cr and Mn are 
characterized by sharper resonances compared to 
Fe and Co, meaning that the former adatoms 
would be reasonably described by a Heisenberg 
model where the magnetic exchange interactions 
are evaluated within an adiabatic approach. The 
observed damping is induced by Stoner (electron-
hole) excitations described by the Kohn-Sham 
susceptibility 0 and is related to the local density 
of states (LDOS) [3,4], and is thus influenced by 
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the position of the d levels relative to the Fermi 
energy. Consequently, the Co and Fe resonances 
are quite broad, since their minority spin levels 
intersect the Fermi level, whereas those for Mn 
and Cr are much sharper since for these adatoms 
the Fermi level lies between the majority and 
minority states. 

The resonant (Larmor) frequency scales linearly 
with the applied magnetic field, as does the 
damping of the resonances for small frequencies, 
which is the regime of interest for STS. We have 
shown in a combined theoretical and experimental 
work [3] that such a behavior holds for an Fe 
adatom on Cu(111) and on Ag(111) surfaces (see 
e.g. Fig.2). The g-value on the latter, however, and 
contrary to the copper substrate, was surprisingly 
larger than 3, both experimentally and 
theoretically. 

FIG. 2: Fe adatom on Ag(111) surface: The second 
derivative of the current with respect to the bias voltage 
measured experimentally by STS (left) and the 
calculated Im  (right). Increasing the magnitude of an 
external magnetic field leads to a shift of the resonances 
to higher energies as well as a linear decrease in their 
lifetime. Stoner excitations create such a broadening. 

Fig.2 shows a nice agreement between theory and 
experiment, although the theoretical lifetimes are 
smaller compared to the experimental ones.  One 
would think naively that since Cu and Ag have 
rather similar electronic properties, their impact on 
the magnetic response of the adatoms should be 
qualitatively the same. An important difference, 
though, between the two surfaces consist in the 
position of their surface states. For Ag, the bottom 
of the surface state is much closer to the Fermi 
energy (~60 meV) compared to the one of Cu 
(~500 meV). 

A careful theoretical investigation was carried out 
considering several magnetic 3d adatoms at 
different locations: (i) on top of the surface, (ii) 
embedded in the last surface layer, (iii) and 
embedded in the center of the slab (30 Ag layers) 
employed to simulate the surface.  The closer to 
the surface, the stronger should be the interaction 
between the impurity and the surface state. 
Among all investigated impurities, only the Fe 
adatom and Mn atom embedded in the surface 
layer exhibit a large g-value of ~ 3. Additionally, a 
strong disturbance of the surface state can be 
achieved by reducing the thickness of the slab, 
which modifies the electronic properties of the 
surface at the Fermi energy and restores the usual 
g-value of Fe and Mn. This indicates, that the 
electronic properties of the surface state as well as 
details of the hybridization to the electronic states 
of the impurities play a crucial role in the observed 
g. We could relate this strong g-shift to the 
behavior of the real part of 0 [3].  

We have also explored next nearest neighbor 
dimers of the 3d adatoms deposited on Cu(001) 
surface  [4] starting from a ferromagnetic 
configuration (Fig.1 b). For the dimer, there are 
two resonances, a zero frequency acoustical 
mode, and a high frequency optical mode that is 
damped by decay into Stoner excitations. The 
position of the optical mode provides information 
on the stability of the assumed ground state. For 
Cr and Co, we find the optical mode at negative 
frequency, which informs us that the ferromagnetic 
state is unstable, whereas for Fe and Mn dimer the 
modes reside at positive frequencies, so 
ferromagnetism is stable in total accordance with 
our static DFT ground-state calculations. The 
adiabatic approximation and a Heisenberg model 
gives optical mode frequencies (shown as dashed 
lines in Fig1.b) at -19.7 meV, 15.4 meV, 39.2 meV 
and -33.1 meV for respectively Cr, Mn, Fe and Co 
dimers. The same arguments used to describe the 
response of the single adatoms apply for the 
optical modes of dimers: compared to the optical 
resonance of Mn dimer, the one of Fe is 
substantially broader and more shifted from the 
mode expected in the adiabatic approximation. 

 
 

FIG. 3: Mixed dimers on Cu(001) surface: Local Im  are 
shown in (a) for FeCo dimer and in (b) for MnFe dimer.  

In the case of dimers made of different magnetic 
adatoms, i.e. FeCo dimer and FeMn dimer, we find 
the optical modes to occur at distinctly different 
frequencies (Fig. 3). This behavior, also explained 
from damping via Stoner excitations, is at variance 
with the Heisenberg description of the excitation 
spectrum of two well-defined localized spins where 
the optical mode is predicted to be unique for both 
adatoms. In the case of the FeMn dimer, the 
motion of Fe spin is damped far more strongly 
than that of Mn spin, but during its precession the 
latter feels the magnetic force of the heavily 
damped Fe spin which provides more damping on 
Mn. 

Research supported by the HGF-YIG Programme 
VH-NG-717 (Functional nanoscale structure and 
probe simulation laboratory-Funsilab). 
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Electrical transport measurements on 3D 
arrays as well as on individual particles were 
performed on biphenylpropanethiol-capped 
gold nanoparticles with a diameter of 4 nm. 
The individual nanoparticle measurements 
exhibit Coulomb blockade behavior at room 
temperature. Depending on temperature 
different types of transport mechanisms can 
be distinguished, such as hopping, 
superexchange coupling, and tunneling. 
Furthermore, a discontinuity in the 
temperature dependent conductance was 
observed between 200 and 290 K. This 
discontinuity might be a consequence of a 
theoretically predicted structural crossover in 
the particle´s morphologies.  

Due to their unique electrical properties and their 
ease of modification ligand stabilized gold 
nanoparticles (AuNPs) are interesting building 
blocks for nanoelectronic applications. However, 
application of such nanoelements requires detailed 
investigations of the charge transport 
characteristics in order to understand and control 
the electrical transport. In this context we have 
synthesized biphenylpropanethiol (BP3)-capped 
AuNPs and performed detailed studies on the 
charge transport through BP3 capped AuNP 
arrays as well as through individual AuNPs. The 
particles have been synthesized in a two phase 
approach.[1] TEM measurements revealed 
particles with narrow size distribution and a mean 
metal core diameter of 4.1 ± 0.5 nm (derived from 
251 particles).  

Temperature dependent conductance 
measurements on AuNP arrays: Arrays of BP3 
capped AuNPs were formed on IDE structures 
(interdigitated electrode structures) by drop casting 
a solution of AuNPs in toluene. The electrical 
transport characteristics were investigated by 
complex impedance measurements, recorded as a 
function of frequency (10 mHz – 1 MHz) and 
temperature (340 > T/K > 10) at a constant voltage 
(USD = 100 mV). The results are depicted in 
Figure 1. In principle, depending on temperature 
three different transport regimes can be 
distinguished. The first and the third regime 
(Fig. 1, (I) Tred = 300 340 K, EA = 184 meV; (III) 
Tblue = 100 220 K, EA = 58 meV), follow a linear 
dependence according to the Arrhenius relation. 
For regime (I) a hopping process between nearest 
neighbors is deduced, while in regime (III) the 
charge transport is less temperature dependent 
and resembles features of the granular metal 

model or the superexchange model, respectively. 
However, in the second regime (Fig. 1, II) Tyellow = 
230 290 K) an atypical discontinuity is observed. 
An explanation might be a transition in the particle 
morphologies, which has been proposed from 
relativistic ab initio calculations [2]. 

 
FIG. 1: Temperature-dependent conductance of a BP3-
AuNP array plotted according to Arrhenius (log YA vs 
T 1). The yellow circle marks the discontinuity in the I-V 
characteristic. Reprinted with permission from Ref. 3. 
Copyright 2012 American Chemical Society.  
 
Temperature dependent conductance 
measurements on individual AuNPs: In order to 
investigate the charge transport on individual BP3-
capped AuNPs, tailored nanoelectrode 
configurations have been prepared by e-beam 
lithography. A new fabrication route based on an 
optimized two-layer resist system in combination 
with an adopted developer system, as well as an 
elaborated nanoelectrode pattern was developed 
in order to achieve reproducible nanoelectrode 
structures comprising sub-5 nm gaps (Fig. 2) [4].  

 

FIG. 2: High resolution SEM of nanoelectrode pairs with 
electrode separation of 3 ± 1 nm and a fabrication yield 
of 55% [4]. 

Immobilization of BP3-AuNPs was performed by 
dc dielectrophoretic trapping (DC-DEPT). 
Electrical measurements on the individual 
nanoparticle-nanogap test-devices were 
performed in a continuous flow cryostat with 
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varying temperature (RT– 4 K). It should be noted 
that the resistances measured for empty 
nanoelectrode gaps are usually larger than 1 T , 
while nanoelectrode gaps filled with BP3-AuNPs 
exhibit resistances smaller than 10 G . The 
temperature-dependent conductance obtained for 
the nanoelectrode/BP3-NP—BP3/nanoelectrode 
device is depicted in Fig. 3.  

 
FIG. 3: Temperature-dependent conductance of an 
individual BP3-AuNP plotted according to Arrhenius (log 
YA vs T 1). The yellow circle marks the significant 
singularity in conductance at T ~ 235 K. Reprinted with 
permission from Ref. 3. Copyright 2012 American 
Chemical Society. 

Four different transport regimes can be 
distinguished clearly and are attributed according 
to their temperature dependence, to different 
transport mechanisms. In the highest temperature 
range (Fig. 3, (I), Tred = 265 245 K) an exponential 
decrease of the conductivity with decreasing 
temperature is observed, which is assigned to a 
thermally activated charge transport reflecting an 
activated hopping involving molecular moieties. In 
the lower temperature ranges (Fig. 3, (III), Tblue = 
200 110 K and (IV), Tgreen < 110 K) a weaker 
temperature dependence or no significant 
temperature dependence are observed, 
respectively. In the temperature range Tblue 
superexchange coupling or electrical transport 
according to the granular metal model is 
considered as underlying charge transport 
mechanism. The main conduction mechanism in 
the lowest temperature regime, Tgreen, corresponds 
to tunneling, either direct or Fowler Nordheim 
tunneling. Significantly, an analogous discontinuity 
as observed for the arrays (Fig. 1, (II), Tdis = 
230 290 K) can be detected for individual AuNPs 
(Fig. 3, (II), Tdis ~ 235 K). Furthermore, this change 
of current, in the order of one magnitude, was fully 
reproducible, so that an accidental geometrical 
change can be excluded and thus might be 
referred to a transition in the particle 
morphologies.  

Transport Measurements on a Single AuNP 
Showing Coulomb Blockade Behavior: Beside 
temperature dependent conductance 
measurements, we also performed cyclic I-U 
measurements of single BP3-AuNPs. Figure 4 
depicts the resulting differential conductivity, 
(dI/dU), obtained from 250 cycles. 

 

FIG. 4: First derivative of of cyclic I-U measurements on 
a single BP3-NP in a nanogap at RT (averaged over 250 
cycles and flattened). Periodic peaks with a distance of 

UCB = 61 mV and a height of G  8 nS are detected. 
Reprinted with permission from Ref. 3. Copyright 2012 
American Chemical Society. 

Most interestingly, equidistant periodic peaks are 
measured over a large range of applied voltage, 
which can be attributed to Coulomb blockade 
peaks and indicate that the electrical current flows 
through a single NP only. The peak distances 
allow the determination of the charging energy 
( UCB = 4EC/e; EC = 15 meV) and the total 
capacitance of the NP (EC = e2/2Ctot; Ctot = 5.2 aF). 
However, since EC > kBT = 25 meV is a necessary 
requirement for measurements in the “strong” 
Coulomb blockade regime, it is not surprising that 
Coulomb blockade peaks appear here only as 
small modification of the total conductance 
Nevertheless, the detection of Coulomb blockade 
behavior observable on a single-nanoparticle (NP) 
device at room temperature (RT) was so far only 
achieved in measurements with STM 
configurations and on AuNPs with a diameter of d 
< 2.0 nm [5,6]. 

Summarizing, the temperature dependent 
electronic transport investigations of BP3-AuNP 
arrays or individual BP3-AuNP revealed different 
transport mechanisms, assigned to thermally 
activated hopping, superexchange coupling, and 
tunneling. Furthermore, a discontinuity in the 
temperature dependence of the conductance in 
both experimental setups was observed, probably 
arising from a transition in the nanoparticle´s core 
morphology. Moreover, Coulomb blockade 
behavior was observed in the single-NP device at 
room temperature. 

This work is supported by the DFG program 
Si609/9-1 and KA 1819/2-1. 
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Based on single molecule manipulation 
experiments in a combined STM/FM-AFM 
(scanning tunneling microscope / frequency 
modulated atomic force microscope), we 
quantify the individual binding energy 
contributions to an organic-metal bond 
experimentally. The method allows the 
determination of contributions from, e.g., local 
chemical bonds, metal-molecule hybridisation 
and van der Waals interaction, as well as of the 
total adsorption energy.  

The bonding of large organic adsorbates to metal 
surfaces is subject of an intense research effort. If 
the molecule has functional groups, one may 
expect different bonding channels to contribute to 
the overall bonding of the molecule to the surface. 
An example for such a multifunctional bond is that 
of the well-studied model molecule PTCDA to 
noble metal (111)-surfaces. The PTCDA-metal 
bond consists of local bonds of the carboxylic 
oxygen atoms (Ocarb) to metal atoms, 
chemisorption of the perylene core due to 
hybridization of molecular and metal states, and 
the van der Waals interaction. The theoretical 
description of such multifunctional bonds is 
challenging as non-local dispersion is only now 
being included into density functional theory. 

We present an experimental method which allows 
the partitioning of the overall bonding energy 
between different bonding channels, and apply it 
to PTCDA/Au(111) [1]. The approach is based on 
molecular manipulation in a combined low 
temperature UHV STM/FM-AFM with a qPlus 
sensor (Fig. 1). STM is used for high resolution 
imaging and location of the functional group at 
which to dock the tip to the molecule, FM-AFM is 
used to measure the junction stiffness dFz/dz [1,2] 
while manipulating the molecule off the surface by 
tip retraction (z = vertical tip coordinate) [3]. 
Because the stiffness of the surface-molecule-tip 
junction is measured throughout the complete 
removal process, the strength of all interaction 
potentials constituting the PTCDA-Au(111) bond is 
probed, albeit in a tangled manner. To disentangle 
the contributions, we parameterize the bonding 
channels of the molecule-substrate interaction with 
generic potentials of sufficient generality, simulate 
the junction stiffness based on these potentials 
throughout the manipulation process, and fit the 
simulated stiffness to the experiment. 

After a bond between the tip and one Ocarb atom is 
established, the tip is retracted vertically from the 
surface. Each experiment consists of 10  

 

FIG. 1: Scheme of the experimental setup. A single 
PTCDA molecule on Au(111) is contacted by a tip 
attached to a qPlus sensor. The oscillating sensor is 
retracted from and approached to the surface. In this 
way, the molecule is repeatedly detached from the 
surface and brought back. Changes in the resonance 
frequency of the sensor reflect changes in the junction 
stiffness. 
 
. 

 
 
FIG. 2: (a) Histogram of 226 f traces acquired during 
lifting and lowering of PTCDA. All curves have been 
aligned at feature B. The z-axis is shifted to match the 
simulated curves in panel b. Dotted lines mark regions 1 
and 2 within which the correspondence between 
experiment and simulation is calculated (reduced 2). 
Distinct features of the histogram are labeled A1, A2, and 
B [2]. (b) Histogram of 4166 f traces simulated with 
different parameter sets P. 
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reproducible retraction-approach cycles during 
which the molecule-surface bond is always fully 
broken and dFz/dz (z) = -2k0/f0 f(z) is recorded 
[Fig. 2(a)]. 

We model the PTCDA-metal bond by generic 
atom-surface potentials that describe local 
chemical bonds, molecule-metal hybridization, 
dispersion interaction, and Pauli repulsion. The 
dispersion interaction is modeled by a C3z

-3 
potential, the other potentials by exponential 
functions. The potentials are parameterized by a 
set P of nine parameters [1]. The internal 
mechanical properties of the molecule itself are 
described by a standard molecular-mechanics 
model. We calculate the force gradient dFz/dz for 
4166 sets P generated by a Monte Carlo 
approach. A histogram of the simulated f (P,z) 
curves is shown in Fig. 2(b). Evidently, our generic 
potentials simulate the experiment very well. The 
features A1, A2, and B are reproduced with 
remarkable accuracy. The remaining 
discrepancies between simulation and experiment 
[1] are accounted for by neglecting the 
experimental data between 13.7 Å and 16.9 Å 
when quantifying the correspondence between 
simulations experiment (reduced 2). 

 

 

 

 

 

FIG. 3: (a) Comparison between simulated and 
experimental f curve for PTCDA and NTCDA on 
Au(111). The experimental curves are cut in the region of 
an instable junction (Fig. 2) and both parts are separately 
aligned with the simulation. (b) Binding potential as a 
function of molecule-substrate separation for PTCDA and 
NTCDA. 

The best fit to the experiment is found for a binding 
energy of 2.5 eV for PTCDA on Au(111). The f 
curve for the respective simulation is shown in 
Fig. 3(a). We find that the van der Waals attraction 
is in the range of 100 meV for each C as well as O 
atom, while neither of the two species has any 
chemical interactions with the Au(111) surface. 
This is consistent with ab-initio calculations, as 
well as other spectroscopic methods that suggest 
pure physisorption of PTCDA on Au(111) [4]. 

Recent DFT calculations which include dielectric 
screening within the substrate yield an energy of 
2.4 eV, which is close to our experimental result 
[5].  

To validate our method further, we calculate the 
frequency shift of the smaller NTCDA molecule 
during lift-off from Au(111). The comparison 
between simulation and experiment in Fig. 3(a) 
shows an excellent agreement. Note that this 
agreement for NTCDA is not the result of any 
fitting, but just a consequence of the universal 
character of our potentials obtained for PTCDA. 
The potentials have predictive power for systems 
which exhibit similar physics.  

In conclusion, we have reported the first analysis 
which allows the quantitative identification of 
different bonding channels of large organic 
adsorbates on the basis of experimental data 
alone. As a result of this analysis, the precise 
shape of the total binding potential can be 
determined. As an example, we show the van der 
Waals-like potential that results if the distance 
between a flat and fully relaxed PTCDA molecule 
and the Au(111) surface is varied [Fig. 3 (b)]. The 
resulting curves can be compared to ab-initio 
calculations. Moreover, the method reported here 
represents a novel way to measure the adsorption 
energy of molecular adsorbates on a single-
molecule level. Note that this method is also 
applicable in cases where the determination of the 
adsorption energy by thermal desorption 
spectroscopy is impossible because molecules 
decompose before desorbing. In the present 
paper, we have carried out the experiments and 
the corresponding analysis for an adsorbate-
substrate combination which exhibits a small 
lateral corrugation potential, to demonstrate the 
principle. However, we anticipate that our 
approach is also applicable to more strongly 
corrugated substrates, if combined with a 
customized tip retraction trajectory [2] which 
minimizes sliding as much as possible.  
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Orbital tomography is a new and very powerful 
tool to analyze the angular distribution of a 
photoelectron spectroscopy experiment. It was 
successfully used for organic adsorbate 
systems to identify (and consequently decon-
volute) the contributions of specific molecular 
orbitals to the photoemission data. The tech-
nique was so far limited to surfaces with low 
symmetry like fcc(110) oriented surfaces, ow-
ing to the small number of rotational domains 
that occur on such surfaces. In this letter we 
overcome this limitation and present an orbital 
tomography study of a 3,4,9,10-perylene-tetra-
carboxylic-dianhydride (PTCDA) monolayer 
film adsorbed on Ag(111). Although this sys-
tem exhibits twelve differently oriented mole-
cules, the angular resolved photoemission 
data still allow a meaningful analysis of the 
different local density of states and reveal dif-
ferent electronic structures for symmetrically 
inequivalent molecules. Our results demon-
strate that orbital tomography is not limited to 
low-symmetry surfaces, a finding which makes 
a broad field of complex adsorbate systems 
accessible to this powerful technique. 

The alignment of the electronic levels at interfaces 
between different materials plays a crucial role for 
the functionality of (organic) electronic devices. In 
case of metal-organic interfaces, in particular, the 
lowest unoccupied and highest occupied molecu-
lar orbitals (LUMO and HOMO) play an important 
role in the interaction of molecules across the 
interface since they, e.g., determine the bonding 
mechanisms of molecules on surfaces. Direct 
access to the occupied frontier orbitals can be 
provided by ultra violet photoelectron spectroscopy 
(UPS) which allows a very precise determination 
of the energetic positions of the occupied molecu-
lar orbitals as well as the substrate states. How-
ever, the assignment of the features in the photo-
emission spectra to molecular states is not easy, 
in conventional UPS it is often even impossible 
without additional knowledge about the system. 
Charge redistribution at and across the interface 
can lead to both population and depopulation of 
the individual molecular levels, even simultane-
ously within the same molecule. To some extent 
these limitations can be overcome by angular 
resolved photoemission spectroscopy (ARPES). 
The momentum distribution of the photoemission 
intensity from a specific molecular orbital can be 
understood in terms of the square of the Fourier 

transform of the molecular wave function by ap-
proximating the final state as a plane wave. This 
opens the possibility to identify the molecular or-
bital from its ARPES signature, an idea which 
recently has been utilized in the "orbital tomogra-
phy" technique [1,2]. Also spectral contributions of 
different molecules in the spectra can be sepa-
rated. Therefore, this new technique holds great 
potential for investigating the arrangements of 
molecules in the unit cell, their orientations with 
respect to the substrate, and consequently allows 
to evaluate the complex interplay between inter-
molecular and molecule-substrate interactions [2]. 

So far the orbital tomography approach has only 
been applied to (110)-oriented surfaces of face 
centered cubic crystals. This is clearly due to the 
fact that this surface has a low symmetry (p2mm) 
which allows only few different molecular orienta-
tions since most molecules (especially elongated 
molecules) tend to align along high symmetry 
directions of the substrate. Adsorbate systems on 
higher symmetric surfaces, however, were so far 
considered to be too difficult to be analyzed by 
orbital tomography. In this work we attack this per-
ceived limitation of the technique by investigating a 
very popular adsorbate system on the Ag(111) 
surface having p3m1 symmetry: The monolayer 
structure of PTCDA on Ag(111). The unit cell con-
tains two inequivalent molecules with distinct azi-
muthal orientations [3]. Due to three rotational do-
mains, each having one additional mirror domain, 
we hence have to deal with 12 molecules with 
different orientations on the surface.  

It has been shown that the ARPES intensity emit-
ted by one individual molecular orbital can be 
calculated from the wave function of the orbital 
[1,2]. An intensity map of such ARPES data can 
be obtained from a hemispherical cut through the 
three dimensional Fourier transform of the molec-
ular orbital wave function at a radius |k| which is 
determined by the kinetic energy of the electrons 
in the final state. Fig. 1(a) shows such an ARPES 
map for the HOMO of one individual PTCDA mol-
ecule which is oriented with its long axis in hori-
zontal direction in the Figure. In panel (b) and (c) 
the two different molecular orientations in the unit 
cell (0° and 77° with respect to the [-101] substrate 
directions, see inset) and the occurrence of six 
rotational and mirror domains according to the 
symmetry of the surface are considered. For mol-
ecule B the misalignment of the molecule with 
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respect to the high symmetry direction becomes 
clearly visible: The intensity of the HOMO emis-
sion is smeared out to a continuous, modulated 
ring, see Fig. 1(c). 

In Fig. 1(d) a calculated CBE map for the overall 
emission from the PTCDA herringbone monolayer 
structure in the HOMO region is shown. The map 
corresponds to the sum Fig. 1(b) and (c) for mole-
cules A and B and is dominated by the pattern of 
molecule A. This is due to the coincidence of sev-
eral peak positions in this map. 

 

FIG. 1: Constant binding energy maps for the HOMO of 
PTCDA, calculated by density functional theory (a-d) and 
measured by ARPES (e). Panel (a) shows the map for a 
single molecule, in (b) and (c) the p3m1 symmetry of the 
substrate surface and the molecular orientation as shown 
in the inset are considered. In (d) the calculated map for 
the complete herringbone structure of is shown, in (e) the 
corresponding experimental map recorded at EB=1.6 eV. 

 

FIG. 2: Orbital projected density of states (PDOS, solid 
lines) of HOMO and LUMO for both molecules, obtained 
by orbital tomography. The ARPES data is shown as 
gray-shadowed curves. Dotted lines consider the re-
duced population close to the Fermi edge. Short thick 
and long thin markers indicate peak positions obtained 
from our ARPES data and from STS [3], respectively.  

In Fig. 1(e) the map with the corresponding ex-
perimental data is shown, obtained from a cut 
through the ARPES data cube at a binding energy 

of 1.6 eV. It matches the calculated map very well. 
Already at this point we can conclude that the 
ARPES yield for a molecular adsorbate system 
with six rotational and mirror domains can be qual-
itatively understood by the concept of the plane 
wave approximation for the PES final state. 

For a more quantitative analysis of the ARPES 
data we have used a tomographic approach to 
deconvolute the measured ARPES intensity and 
extract the contributions of the orbitals of the two 
individual molecules to the density of states. The 
details can be found in the principal publication [4]. 
The fitting parameters, which can be understood 
as the (energy resolved) density of states pro-
jected onto a molecular orbital (projected density 
of states, PDOS) [2] are shown in Fig. 2 for both 
molecules as a function of the binding energy. The 
measured PES intensity is also shown in gray. The 
latter is what one would see in a conventional 
photoemission experiment, and shows no indica-
tions for an energy splitting of the orbitals of both 
molecules, neither for the HOMO nor the LUMO. 
However, the result of the deconvolution algorithm 
reveals that molecule B has higher binding ener-
gies for both orbitals. While a relatively small dif-
ference of 40 meV was found between the HOMO 
levels of both molecules, the difference between 
the LUMO peaks is much larger: 170 meV. These 
differences in the binding energies of the elec-
tronic states of molecules A and B stem from the 
complex interplay between intermolecular and 
molecule-substrate interactions. Note that our 
results are in excellent agreement with scanning 
tunneling spectroscopy data (40 meV for the 
HOMO, 160 meV for the LUMO, see [3]). 

In conclusion, we have achieved orbital-projected 
densities of states of the HOMO and LUMO reso-
nances of the symmetrically inequivalent mole-
cules in the PTCDA/Ag(111) herringbone mono-
layer structure. The results are in excellent agree-
ment with STS data. This emphasizes that orbital 
tomography based on ARPES data, even though it 
represents an integrating method and hence has 
pretended disadvantages compared to a local 
probe technique like scanning tunneling spectros-
copy, provides reliable results even for complex 
surfaces with high symmetry and a correspond-
ingly large number of equivalent domains. 
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A difunctional DNA template was designed 
with one segment for immobilization on a 
functionalized substrate by a copper-catalyzed 
reaction, and a second sequence which is 
equipped with reductive groups. These groups 
create silver nucleation centers which act as 
seeds for the metallization by gold deposition. 
The diameter of the resulting metallically 
conductive nanowires can be adjusted. 

In the last decade the huge potential of the DNA 
base pairing for self-assembled nanostructures 
has been demonstrated in a huge number of 
publications. Impressive examples include e.g. 
two- and three-dimensional DNA origami 
structures. Thus, this highly programmable 
molecule is of considerable interest for the bottom-
up creation of electronic circuitry. However, the 
intrinsic conductivity of DNA is low. Therefore 
different protocols have been developed to 
achieve electronic conductivity, e.g. by 
continuously coating the DNA templates with 
metals. These routes mainly rely on the reduction 
of electrostatically bound metal ions, which serve 
as counter ions for the negatively charged DNA 
backbone. In this process, small metal clusters are 
formed which act as seeds for a subsequent 
development step, i.e. the reductive deposition of 
metal from solution. In order to increase the 
selectivity of the metallization process, specific 
routes, that rely on bimetallic coating, the 
photoinduced deposition of silver or the formation 
of DNA-Pt(II) adducts as precursors to metal 
deposition, brought progress in this direction. 

We recently reported the successful formation of 
silver/gold bimetallic coatings on artificial DNA 
templates [1]. Along the templates alkyne labeled 
sugar molecules were localized in an azide-
alkyne-cycloaddition to modified Thymine bases 
which served as localized reducing agents for Ag+ 
in a Tollens reaction. The resulting Ag0 seeds then 
served as catalytic centers for the reductive gold 
deposition. Nanowires as small as 10 nm could be 
obtained. 

 

FIG. 1: Schematic of the DNA metallization template by 
restriction digest followed by ligation of the three PCR-
fragments to form alkyne-diol-DNA (aldoDNA, A). 
Subsequent application of periodate solution resulted in 
alkyne-di-aldehyde-DNA (aldaDNA, B) enabling the two 
step metallisation process. The aldaDNA exhibits 
intermolecular coupling (1) resulting in micrometer long 
DNA multi-strands after stretching onto an azide 
functionalized Si-substrate (2), The strands were 
covalently immobilized by ‘click’-reaction (3) which could 
be metallised (4, 5) forming electrically addressable 
nanowires. (dTTP: deoxythymine triphosphate) 
(Reproduced from Ref. [3]).

We identified the silver seed formation as the 
crucial step for obtaining a homogeneous gold 
coating. Hence, diol-containing nucleobases were 
designed to study the silver nucleation process in 
more detail [2]. These diol groups could be 
cleaved into mono- and dialdehyde groups, 
respectively, leading to a high density of reducing 
functional groups capable of Ag+ reduction which 
were homogeneously distributed along the DNA 
double strand. The dialdehyde DNA (daDNA) 
turned out to be more efficient with respect to Ag 
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seed density and distribution, and thus may lead to 
homogeneous metal coating in a subsequent Au 
development for nanowire formation.Although the 
approach we developed allows to metallise DNA in 
a programmed manner, the nanowires obtained 
are structurally highly delicate or even fragile and 
suffer from the lack of specific binding affinity to a 
stabilizing substrate, which is an indispensable 
prerequisite for future device integration. 

In order to overcome these obstacles a novel type 
of DNA is needed, which, at the same time, is 
suitable for programmable metallization and for 
covalent immobilization on technically relevant 
substrates, e.g. silicon wafers (Figure 1). 
Furthermore, the DNA should be capable of 
intermolecular linking, which would allow 
multistrand formation for enhanced structural 
integrity. At the same time the capability of 
integration into programmed DNA assemblies 
should be retained, enabling the defined surface 
positioning of complex architectures, by utilization 
of pre-patterned functionalized surfaces. 

Facing these challenges, we designed bi-
functional DNA by ligation of an immobilization and 
a metallization sequence [3]. The immobilization 
sequence consists of a 300 bp long alkyne 
functionalized DNA sequence enabling the 
covalent binding to azide terminated Si-surfaces 
via the copper catalysed alkyne azide 
cycloaddition (CuAAC), whereas the 900 bp long 
metallization sequence uses the diol-nucleobase 
approach. This approach can serve two purposes 
at the same time: The formation of Ag seeds as 
the first step of a two step metallization process 
and the aldehyde derived interstrand linking 
analogous to glutaraldehyde crosslinking of 
proteins. We anticipate that this novel type of DNA 
fulfils the requirements formulated above, being 
continuously metallizable up to a length of 
micrometers. 

The metallization process was first optimized on 
individual strands by immobilization prior to 
periodate cleavage. This way we obtained after 
50 s Ag staining and 10 s Au development 
structures of only 5 to 9 nm in height in the AFM 
microscope. This corresponds to an increased 
height compared to DNA double strands.  

Finally, by combining the interstrand linking and 
the covalent immobilization by applying a 
stretching technique to the DNA templates on an 
azide functionalized silicon surface, we obtained 
micrometer long DNA structures, that could be 
fixed with Cu(I)-catalyst. These DNA templates 
could be metallised by applying the procedure 
described above with a Au development time of 
50 s. The structures obtained were stable enough 
to apply our in situ measuring setup for the 
assessment of the electrical properties [4]. 
Figure 2 shows three images taken on a 
micrometer long and about 80 nm thick nanowire 
with two measuring tips attached.  

 

 

FIG. 2: The SEM pictures show conducting AFM tips in 
different positions on the metal structures during the 
contacting process. The resulting I(U)-characteristics 
were measured in situ and clearly show ohmic 
behaviour. The inset shows the respective dI/dU-curves, 
representing constant conductivity values within the 
noise range. Variations in conductivity can be assigned 
to the quality of the contacts. The I(U)-characteristics 
correspond to the different positions of the 
nanomanipulator tips on the DNA templated Au 
nanowire. The measurements clearly show linear I(U)-
characteristics with no hysteresis. Resistances are 
independent of the tip-to-tip distances, with the 
differences resulting from the respective contact quality. 
(Reproduced from Ref. [3]). 

I(U)-characteristics recorded at three different tip-
to-tip distances clearly show a linear response 
over the whole voltage range, reflecting metallic 
conductivity. The respective conductivities 
however are far too low for polycrystalline gold, but 
in good agreement with data obtained for 
polycrystalline nanowires. 

The combined application of the presented 
metallization and immobilization sequences in 
complex DNA architectures, e.g. DNA origami, 
present a promising approach for the construction 
of DNA templated nanoelectronic circuitry or 
molecular lithography. 
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The biochemically fundamental molecule 
guanidine crystallizes with a primitive 
orthorhombic unit cell and two symmetry-
independent almost Y-shaped molecules in the 
asymmetric unit. Because crystallization of 
guanidine is extremely difficult – very probably 
due to the compound’s extraordinarily large 
sensitivity towards moisture – the crystal-
structure analysis had to wait since the 
molecule’s first synthesis in the late 19

th
 

century, namely in the year 1861, until 2009. A 
single-crystal neutron-diffraction study now 
carried out using the HEiDi diffractometer at 
temperatures of 100 and 273 K eventually gives 
access to precious vibrational and bond-length 
data needed for a detailed understanding of 
the molecule on the basis of anisotropic 
displacement parameters. 151 years after its 
first synthesis, the structural secrets of 
guanidine have been uncovered.  

The fundamental biomolecule guanidine, CN3H5, 
may be considered as the imino-derivative (HN=C 
linkage instead of O=C) of the likewise 
fundamental biomolecule urea, OCN2H4, which 
defines the distinction between inorganic and 
organic chemistry. Although STRECKER 
synthesized guanidine for the first time in 1861 
already, the crystal structure was unknown until 
the early 21st century, amazingly enough [1]. It is 
important to note that molecular guanidine which 
appears as a fragment in a plethora of various 
biomolecules (for example, in the DNA base 
guanine or in the biochemical break-down product 
creatinine), offers a fascinating opportunity for 
studying hydrogen-bonding phenomena in detail. 
As a matter of fact, this very compound features a 
fairly complicated hydrogen-bond network. Based 
on a preceding single-crystal X-ray diffraction 
study, we had tentatively identified a set of eight 
hydrogen bonds using simple donor–acceptor 
distance criteria [1]. In a next step, the hydrogen-
bonding energies had been numerically quantified 
using GGA-PBE density-functional theory. As a 
result, bond strengths of up to 33.8 kJ mol 1 had 
been revealed, and one of the eight hydrogen 
“bonds” turned out as being repulsive in nature [2], 
an energetically unfavorable combination of an 
imino-nitrogen (donor) and an amino-nitrogen 

(acceptor). In what follows, we present the results 
of a single-crystal neutron-diffraction study of 
guanidine carried out with the HEiDi instrument. 
By doing so, highly accurate spatial and 
anisotropic displacement parameters for all the 
atoms (C, N, and also H) were derived, a long-
sought experimental benchmark for further 
theoretical studies.  

To prepare the neutron-diffraction experiments, a 
suitable single crystal (72 mm3) of guanidine was 
very slowly grown in a Schlenk tube over half a 
year, carefully sealed and then subjected to 
structural analysis using the hot-neutron four-circle 
diffractometer HEiDi at FRM II. At the beginning, 
selected rocking scans on the very first reflections 
confirmed the almost perfect quality of the crystal 
from the presence of Gaussian-like profiles, and 
there were no signs whatsoever for more than one 
grain. In order to collect all necessary Bragg data, 
a full half shell (±h +k ±l) was recorded between 7 
and 30° in 2 . As expected from the earlier X-ray 
analysis, there were also no violations of 
systematic extinctions, thereby corroborating the 
previously known space group Pbca. In the next 
step, another quarter shell (+h +k ±l) was recorded 
between 30 and 70°. In order to further optimize 
the data quality and stabilize its subsequent 
refinement, we also measured another symmetry-
equivalent set of the strongest 500 reflections (I > 
2 ) in this 2  range with (–h +k +l). In total about 
3000 reflections were collected. To understand the 
influence of temperature, a second data set was 
obtained at 273 K, only 50 K below the melting 
temperature of guanidine. In order to measure 
these “high-temperature” data more rapidly, only 
those reflections with significant intensities of the 
measurement at 100 K were collected, summing 
up to about 2000 reflections [3]. 

As already known from the prior X-ray study, the 
guanidine molecule is composed of a central 
carbon (C) and three nitrogen (N) atoms, forming a 
Y-shaped C–N backbone which is planar within 
experimental uncertainties. The small molecule 
incorporates two chemically different functional 
groups, namely one imino (NH) and two amino 
(NH2) functions. Without knowing anything about 
the spatial parameters of the H atoms contained in 
these functional groups, both amino and imino 
functions are easy to spot by comparing their bond 
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lengths, that is, from principles of organic 
freshmen chemistry. The relatively short C–N 
distance (about 1.30 Å) is assigned to the imino 
function connected by a double bond, and the 
longer C–N distances (ca. 1.37 Å) belong to the 
amino functions which are bonded to the central C 
atom through single bonds [3]. 

 

FIG. 1: ORTEP representation (50% probability level) of 
one of the two symmetry-independent guanidine 
molecules at 273 K. 

Puzzlingly enough, the preceding X-ray study from 
2009 revealed that one C–N bond exhibited an 
unusually strong bond-length shrinkage upon 
rising the temperature together with a relatively 
large thermal displacement parameter of one of 
the involved nitrogen atoms [1]. This rather 
unphysical phenomenon – regular chemical bonds 
do not shrink when the temperature is raised – 
served as an alarm sign to check for a rigid-body 
movement of the entire molecule. Such a rigid-
body correction, however, can only be carried out 
if all thermal parameters of all the atoms are 
experimentally available, the basic necessity for 
this neutron study. Indeed, by applying such a 
rigid-body analysis based on the carefully refined 
anisotropic displacement parameters, the 
aforementioned C–N bond eventually arrives at a 
typical value of 1.37 Å at 273 K instead of the 
formerly refined 1.34 Å, a classical X-ray artifact. 
In conclusion and as already speculated in 2009, 
the two symmetry-independent guanidine 
molecules move as rigid entities, and molecule #1 
exhibits a larger thermal motion than molecule #2.  

We also note that the previously predicted N–H 
bond lengths as derived from GGA-PBE density-
functional theory [2] were impressively verified by 
this neutron study. As a matter of fact, the leftover 
errors between theory and experiment turn out as 
being smaller than 0.03 Å. This comparison 
underlines the ability of modern quantum-chemical 
calculations based on the right functionals to 
correctly model the hydrogen-atom positions 
without prior information, even in those systems 
which hold a large number of hydrogen bonds, and 
it also emphasizes the necessity of having 
accurate experimental data available. 

At this point, one may think of comparing 
guanidine’s crystal structure with those of other 
ubiquitous molecules such as carbonic acid, 
OCO2H2, and urea, OCN2H4, once again. Very 
unfortunately, for carbonic acid such comparison is 
plainly impossible because of the staggering fact 
that its crystal structure is still unknown, despite 
the groundbreaking phase-pure synthesis of the 
molecule thirteen years ago already. With respect 
to urea, that particular molecule contains a 
carbonyl group instead of an imino group found in 
guanidine, as said at the beginning. Since this 
carbonyl O atom is a stronger hydrogen-bond 
acceptor than the imino-N atom, urea’s tetragonal 
crystal structure is heavily affected by hydrogen 
bonds and, thus, looks very different from the one 
of guanidine. In particular, the rather short 
distance N–H···O = 2.07 Å found at 123 K 
underlines the hydrogen-bond strength [4]. Due to 
the high crystal symmetry, the central carbonyl O 
atom simultaneously accepts four hydrogen 
bonds, mirrored by the planarity of the urea 
molecule and point-group symmetry mm2. Various 
models for the rigid-body motion of the urea 
molecule have been computationally tested in 
1984 already, and the best seems to be the one in 
which the molecule vibrates as a rigid body but 
with the inclusion of two selected librations for the 
non-rigid motion of the amino groups [4]. The 
guanidine case, however, is different.  

Coming back to the presently refined crystal 
structure using neutron data, the large data set of 
anisotropic displacement parameters for all the 
hydrogen atoms was eventually analyzed in order 
to find a simple correlation between these thermal 
parameters and the theoretically calculated 
strengths of the corresponding hydrogen bonds, 
but no such correlation was detected.  

Summarizing, single-crystal neutron diffraction 
experiments performed with the HEiDi instrument 
at FRM II, Garching, succeeded in deriving a self-
consistent set of spatial and anisotropic 
displacement parameters for crystalline guanidine 
at two different temperatures. The excellent data 
quality allowed to computationally model the 
molecular movement by performing a rigid-body 
correction, correctly so. Indeed, the data reveal 
that the two symmetry-independent guanidine 
molecules undergo libration. The unphysical 
thermal behavior of a single C–N bond as detected 
in a preceding single-crystal X-ray study was 
scrutinized and turned out to go back to that 
librational movement. We trust that the new data 
set will serve as a benchmark for further quantum-
theoretical studies and may contribute to a deeper 
understanding of hydrogen bonds in general. 
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Patterned Gold Nanoparticles with 
Tunable Surface Properties 
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1 Peter Grünberg Institute-8, Forschungszentrum Jülich, Germany  
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A modular method to establish nanostructured 
chemical templates for local deposition of gold 
nanoparticles is presented. A process com-
prising nanoimprint lithography, silanization, 
lift-off, and gold nanoparticle immobilization is 
used to fabricate particle patterns. The 
chemical composition of the surface can be 
modified by in situ adsorption of cell-binding 
ligands to locally address primary neurons.  

Cellular bio-electronic research including neuronal 
implants, neuronal prostheses, and cell-based 
biosensors often relies on the alignment of 
neurons with solid-state devices to achieve precise 
interfacing with neurons.[1,2] Several bio-
molecules can be used as guiding cues. It has 
been recognized that, in particular, positively 
charged domains assist the adhesion of 
neurons.[3] Gold nanoparticles (AuNP) have been 
shown to be appropriate as anchor points for cell 
guiding molecules.[4] 

Herein, we show a modular method to establish a 
chemical template on a silicon dioxide surface by 
locally depositing AuNPs, which provides a 
material contrast to the surrounding SiO2 surface. 
This material contrast can later be used to 
selectively modify predefined areas of the solid 
surface in situ. To demonstrate the versatility of 
this approach, we switched the surface properties 
of the locally addressed AuNPs between attractive 
and repulsive for neuron adhesion.  

Chemical surface patterns of aminoterminated 
silane (3-aminopropyltriethoxysilane, APTES) 
were established on oxidized silicon samples 
(Si/SiO2) by a process using nanoimprint 
lithography (NIL), silanization, and lift-off [5]. 
Surface-bound amino groups can be protonated in 
neutral and acidic solution, hence exhibiting 
positive charges. In this way, we created a 
chemical contrast of positively charged structures 
surrounded by comparatively negative SiO2 
surface areas (Fig. 1a). In the next step the 
aminosilane pattern was decorated with citrate-
stabilized AuNPs. These particles are chemically 
inert, have a narrow size distribution, and are 
commercially accessible. Furthermore, gold 
provides a high chemical contrast to the 
surrounding SiO2 surface with a very well es-

tablished thiol-based surface chemistry. The 
citrate AuNPs were immobilized via electrostatic 
attraction on the positively charged chemical 
structures (Fig. 1b). The citrate ligands were later 
removed from the particles by oxygen plasma, 
which resulted in a pattern of “naked” AuNPs (Fig. 
1c). In this stage, the overall surface is free of 
organic molecules and exposes a chemical 
contrast between Au and SiO2 areas that can be 
used to locally apply molecules with desired 
functional groups via selective adsorption 
reactions. Following this idea, we established a 
new ligand shell on the AuNPs that comprised 
linear molecules with thiol functionality on one end, 
amino functionality on the other end, and an 
alkyl/polyethylene glycol (PEG) chain in between, 
resulting in a positively charged ligand shell (Fig. 
1d) 

 
FIG. 1: Schematic representation of the fabrication of 
nanostructures decorated with AuNPs with tunable 
surface properties (adapted from [6] with permission of 
John Wiley & Sons, Inc.). 

Rat cortical neurons were cultured on patterned 
surfaces of APTES, naked AuNPs, and amino 
PEG AuNPs and their growth characteristics were 
investigated at day 3 and day 9 in vitro (DIV3 and 
DIV9) by fluorescence microscopy (after staining 
to distinguish living cells) and by SEM for higher 
resolution inspection of neurite growth on nano- 
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FIG. 2: Neurons cultured on nanostructured surfaces. a) light microscopy image of neurons on APTES structures, b) 
SEM image of neurons on APTES structures, c) light microscopy image of neurons on naked AuNP structures, d) SEM 
image of neurons on naked AuNP structures, e) light microscopy image of neurons on amino PEG AuNP structures, f) 
SEM image of neurons on amino PEG AuNP structures (adapted from [6] with permission of John Wiley & Sons, Inc.) 

structured areas (Fig. 2). A culture time of 9 days 
is especially interesting since synapsis of rat 
cortical neurons do not evolve before DIV7. 

The cultured neurons at DIV3 on APTES 
structures seemed to grow precisely along the 
pattern following APTES lines over distances up to 
several hundred micrometers (Fig. 2a). At DIV9, 
few cells were found attached on these substrates 
(not shown). Apparently, most of the neurons 
detached from the surface after extended time in 
culture, meaning that APTES structures are minor 
promising for extended neuron guiding. For naked 
AuNP substrates, we found that at DIV3 (Fig. 2c) 
and at DIV9 neurons were primarily attached to 
particle-free areas. The pure gold surface of the 
particles was cell-repellent, whereas the pure SiO2 
surface was better suited for attachment. Neurons 
even grew into particle-free spaces for up to 300 
nm, as observable in SEM measurements (Fig. 
2d). For amino PEG AuNP samples, the adhesion 
predilection of neurons was reverted to a 
preference for particles. Investigations at DIV3 
(Fig. 2e,f) and DIV9 showed neurons were 
attached for both cases and were guided primarily 
on nanoparticle patterns. 

Altogether, our results confirm that surface-bound 
charges can be used for neurite guiding and 
patterning of neuronal networks. A chemical or 
charge contrast can be introduced by generating 
areas of high local coverage by positively charged 
amino groups on an otherwise negatively charged 
background. In such a case, the positive amino 
groups form the preferential binding sites for 
neuronal adhesion. Alternatively, negatively 
charged areas can be used as a support surface if 
patterns of cell-repulsive agents, such as naked 
AuNPs, are present. The derived gradient of  

neuron affinity to the surfaces discussed is sche-
matically illustrated in Fig. 3. 

 

FIG. 3: Gradadation of neuron affinity to variably 
functionalized AuNPs derived from the experimental 
results (reprinted from [6] with permission of John Wiley 
& Sons, Inc.). 

In summary, we have realized a high-resolution 
surface modification strategy that allows one to 
define, just by wet-chemical means, whether 
neurons should adhere preferentially on 
predefined submicrometer areas or if the neurons 
should avoid these parts of the sample surface. 
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A Very Large Micro Electrode Array for 
Recording and Stimulation of Retinal 
Ganglion Cells 
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Mokwa1, and P. Walter3 
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It has been shown that electrical stimulation of 
the retina of patients suffering from retina 
degeneration generates visual perceptions and 
may be a possible therapy for these patients. 
Implants which have been developed until now 
mostly use electrode arrays with sizes of ~10 
mm². Within this work different approaches for 
an epiretinal stimulator were developed and 
tested with an effective stimulation area of 
approximately 100 mm². The key aspects for 
the development were a good implantability 
and a best possible adaption of the implant to 
the curvature of the eye. 

One of the most common diseases accompanied 
by retina degeneration is retinitis pigmentosa (RP). 
RP is a hereditary disease leading to a successive 
loss of vision from the peripheral to the central 
field of view due to a degeneration of the rods and 
cones, the light sensitive cells of the retina.[1] 
However about 30% of the neuronal ganglion cells 
are still intact even after a long period of total 
blindness. Clinical studies show that by electrical 
stimulation of these cells patients could have 
visual perceptions. Based on this discovery arose 
the idea of a retinal prosthesis as a treatment for 
those patients.[2][3] 

Nowadays most of the developed implants are 
based either on the subretinal [4] or the epiretinal 
approach.[5] A subretinal implant is placed 
between the sclera and the retinal tissue with the 
electrodes in contact with the backside of the 
retina, whereas an epiretinal implant is placed 
inside the eye on the foreside of the retina and in 
direct contact with the neuronal cells. To keep the 
trauma low for the patient the electrode arrays are 
very small, i.e. ~10 mm², and are placed on the 
fovea centralis. Taking the optical properties of the 
eye into account one can predict that the visual 
perceptions are concentrated on an area that 
corresponds to a visual field of around 10°.[6] 

The goal for the VLARS-stimulator is an epiretinal 
prosthesis with an effective stimulation area on the 
retina of ~100 mm². This corresponds to a visual 
field of about 40°. Together with a decent number 
of electrodes it would give the patient the 
possibility of a better orientation in unknown 
environment. 

To find a proper design for the implant one has to 
consider two important aspects. The first aspect is 
the implantability. To keep the surgery minimally 
invasive the necessary incision of the sclera 
should not exceed a length of 5 mm. That means 
the electrode array has to be folded during 
implantation and regain its original shape inside 
the eye. Additionally the material needs to be 
elastic so that the implant does not suffer any 
permanent damage during surgery. Therefore the 
VLARS implant is fabricated on a polyimide (PI) 
base structure. PI is a polymer commonly used in 
biomedical devices because of its excellent bio 
compatibility and low moisture uptake. 
Furthermore it complies with the requirements 
regarding the mechanical properties. 

FIG 1: Result of a FEM simulation of a PI foil pressed 
into a spherical shell. 

The second aspect is the curvature of the eyeball. 
As the implant is fabricated with photolithographic 
techniques on silicon wafers it has a flat two 
dimensional structure. When brought in to a 
spherical shape like the eyeball it needs a stress 
relieving pattern to prevent it from wrinkling. For a 
successful stimulation the electrodes on the device 
must be in contact with the retina over the whole 
area. We carried out simulations with FE methods 
to visualize the behavior of a PI foil on a curved 
surface. As you can see in Figure 1 in the absence 
of a certain shape the foil leaves a gap of 
approximately 250 µm to the substrate. That is 
much more than the height of the contact 
electrodes to be used for the functional devices. 

While the implant will be fixated on the retina by 
retinal tacks one would want to reduce the number 
of tacks to bring the device in position as they also 
damage the tissue around the fixation site. 

The prototypes are fabricated on silicon wafers 
(see Figure 2) which are coated with a sacrificial 
aluminum layer to allow the detachment of the 
devices in the last process step. The polyimide is 
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spin coated in two layers on the wafer and 
structured with photolithographic techniques.  The 
PI2611 used for the devices is soluble in the 
developer of common photoresists which makes 
the processing very easy. 

 

FIG. 2: Fabrication steps of VLARS prototypes: a) first PI 
layer, b) electroplating of dummy electrodes and 
conducting paths, c) second PI layer, d) devices are 
released form the wafer by etching the sacrificial layer 
(black). 

To find a possible positioning for the electrodes gold 
dummies were created by electroplating between the two 
PI layers. 

 

FIG. 3: First ideas for a MEA base structure, a) the spiral 
design, b) the star pattern, c) the globe shape. 

In Figure 3 the first designs of the base structure 
are presented. All patterns have a central hole for 
primary fixation and additional fixation sites on the 
edges in case of the structure lifting up from the 
tissue. The spiral design (see Figure 3a) should 
adapt itself well to the curvature of the eye due to 
its segmented pattern, at the same time it is 
expected to be easy to handle during surgery as 
the spiral could be unwound and guided through a 
very small incision. That expectation is not fulfilled 
in experiments on porcine cadaver eyes. Inside 
the eye the structure does not regain its original 
shape but instead gets entangled, which makes it 
difficult to get the implant positioned on the retina. 
After explantation the device shows permanent 
plastic deformations (see Figure 4). 

 

FIG. 4: A VLARS prototype with spiral design after 
experiments on porcine cadaver eyes. 

The star shape and the globe shape pattern (see 
Figure 5a and b) behave much better during 
surgery and are pursued for further development. 

There are still a lot of things to address for the 
functional implants. It was observed that though 
the adaption to the curvature of the retina is fairly 
good, the underlying tissue is being dent on the 
edges of the implant. 

 

FIG. 5: Early VLARS prototypes with dummy electrodes 
in star and globe shape on the fundus of porcine cadaver 
eyes. 

To solve that problem one could think of 
controlling the inherent curvature of the device. 
The functional devices for in vivo experiments will 
get an additional coating of Parylene C, a 
hydrophobic polymer, to reduce the moisture 
uptake even more. It has been shown that heating 
Parylene after deposition changes its molecular 
structure creating mechanical stress. [7] This can 
be utilized to create pre-curved implants which 
could also reduce the number of fixation sites 
needed. 

This work was supported by a research grant 
provided by the Jackstaedt Stiftung. 
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A method of patterned nanocrystalline 
diamond (NCD) growth is presented. Using this 
method, microelectrode arrays (MEAs) that 
present only a diamond surface to cultured 
cells are fabricated. These devices are not 
significantly different from Au MEAs, but have 
the higher biocompatibility associated with 
diamond. Diamond devices were proven 
capable of detecting cell action potentials 
(APs) using the cardiomyocyte-like cell line 
HL-1. Furthermore, in some cases the diamond 
MEAs showed up to four times better SNR than 
Au MEAs.  

Synthetic diamond materials have become the 
subject of interest due to their tuneable properties 
and chemical stability. By varying the growth 
parameters and dopants in synthetic diamond 
films, the crystal size ranges from nanoscale to 
macroscopic, and conductivity can be tuned from 
10-6 to 104 S m-1. [1] Furthermore, diamond 
devices have high biocompatibility and a large 
electrochemical window in solution. [2] The three 
types of diamond we discuss here are the 
conducting boron doped nanocrystalline diamond 
(BNCD) film, isolating undoped nanocrystalline 
(NCD) films, and dispersed nanodiamond (ND) 
slurry.  

We show that MEAs with (BNCD) electrodes can 
detect APs, and present a method for patterned 
growth of isolating NCD on top of structured BNCD 
to generate an all diamond chip surface by non-
reductive methods. [3] Au MEAs with SiO2 
passivation surface, BNCD MEAs with SiO2 
passivation surface, and BNCD MEAs with NCD 
passivation were compared in electronic and cell 
culture tests.  

BNCD electrodes were generated by first applying 
a 140 nm TISi2 adhesion layer to an oxidized Si 
wafer. Nanodiamond seeds (NDs) were then 
applied to the surface. BNCD was grown from the 
NDs to a 350 nm thick film. An RIE process was 
then developed to generate smooth BNCD 
structures using a 5:35 O2:Ar mixture (FIG 1a i-iii). 
These electrodes could be passivated by 
deposition of SiO2/Si3N4 stacks (ONO) or by 
selective growth of NCD. To achieve patterned 
growth of NCD (FIG 1a iv-vii), NDs were applied to 

the patterned BNCD wafer. Cr caps were 
deposited on the electrode and bond pad openings 
that were to remain free of passivation. NCD 
growth produced a confluent film over the areas 
where NDs were exposed. Chrome etch was then 
used to remove the caps and a brief RIE to 
remove the NDs that had been capped. The NCD 
growth and the final etch steps result in a leak-tight 
film 60% thinner than Si materials. 
 

(b)

 

FIG. 1: Fabrication and performance of BNCD MEAs. a) 
BNCD is deposited on a TiSi2 adhesion layer (i) and 
patterned by RIE.(ii). The bondpads are opened to the 
TiSi2 (iii). To passivate with patterned NCD growth, ND 
seeds are applied to the whole wafer (iv). Areas to 
remain open are capped with Cr (v). After NCD growth 
(vi), Cr and NDs are removed (vii). b) The relative 
performance of BNCD MEAs with varying passivations 
vs. Au MEAs when a varying sine signal is applied to the 
bath. The theoretical maximum amplification is 1022x. 

MEAs with BNCD electrodes and either 
conventional or NCD passivation were compared 
to equivalent devices with gold electrodes and 
traditional passivation materials in terms of signal 
shape, and signal to noise ratio (SNR). 
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a)  b)  
 
FIG. 2: a) The time of arrival of an AP at each electrode is color coded so that the propagation of the signal across the 
sheet of HL-1 cells can be visualized. b) A photo of the encapsulated chip shows the culture area where HL-1 cells 
grow and an inset of the wave propagation overlaid by the recording of a single AP recording in white.

A varying frequency sine signal applied to the 
MEA bath allowed characterization of the device 
bandwidth. Diamond devices were not significantly 
different from Au MEAs in terms of bandwidth, but 
tended to a slightly higher cut-off frequency in the 
slower regime. When measuring Aps, this would 
favor detection of the  ~1000 Hz voltage gated 
sodium response of neurons and muscle cells, 
while reducing the impact of 50 Hz noise, the 
dominant artificial background interference. 

Further evaluation used confluent cultures of HL-1 
cells on the MEAs to spontaneously generate 
waves of APs that propagate across the tissue 
(FIG 2). Diamond MEAs had sufficient detection of 
APs to determine the propagation speed and 
direction of the AP wave in culture. Furthermore, 
despite electronic measurements that suggest 
NCD passivated BNCD MEAs utilize less than 1/3 
of the theoretical amplification possible, the peak 
to peak amplitude of the APs detected on these 
devices could be very high (up to 1 mV, whereas 
unstructured Au typically yields 600-700 µV peak 
to peak). 

Two factors may contribute to the improved SNR 
of all diamond chips. First, the rough structure of 
NCD and BNCD increases the surface area of the 
material by approximately 15%. For the electrode, 
this increase in surface area will improve the 
impedance. For the interface between the cell and 
the diamond, this roughness not only increases 
the available contact area, but may also induce the 
cell to form a tighter adhesion with the surface as 
has been shown for other cell cultures responding 
to a structured substrate. The second reason is 
that the height of the cleft between the cell and 
electrode when the electrode is sized similar to a 
single cell (FIG 3). The thinner passivation films 
formed by the NCD patterning process result in a 
smaller cleft between the cell and the electrode. 
This increase in proximity is expected to greatly 
enhance the signal detection by the electrode.   

  

FIG. 3: SEM image of an HL-1 cell growing over a BNCD 
electrode (outlined in red), passivated with ONO, 
showing the importance of cleft height in cell-device 
coupling. 

In summary, we have shown that non-reductive 
patterning of NCD on BNCD is a suitable method 
for generating all diamond MEAs. The roughness 
of the surface and the lower passivation 
thicknesses are hypothesized to be responsible for 
the performance of all diamond MEAs. On 
average, the diamond MEAs were not significantly 
different from Au MEAs, however, in some cases 
diamond performed up to four times better than Au 
in SNR. This suggests that further improvements 
in the consistency of diamond MEA production can 
make BNCD/NCD MEAs competitive with current 
materials. 

 

[1] Y. Pleskov, Russ. J. Electrochem. 38, 1275 (2002) 

[2] P. Ariano, O. Budnyk, S. Dalmzzo, D. Lovisolo, Ch. 
Manfredotti, P. Rivolo, E. Vittone, Eur. Phys. J. E 
30, 149 (2009) 

[3] V. Maybeck, R. Edgington, A. Bongrain, J. Welch, 
E. Scorsone, P. Bergonzo, R. B. Jackman, A. 
Offenhaeusser, Adv. Healthcare Mater. 
DOI:10.1002/adhm (submitted) 

 



JARA-FIT Annual Report 2012 
 

 93

Theory and Simulation of Cortical 
Networks 

SJ v Albada1, T Tetzlaff1, M Diesmann1,2, and S Grün1,3 

1 Institute of Neuroscience and Medicine-6: Computational and Systems Neuroscience & Institute    
  for Advanced Simulation-6: Theoretical Neuroscience, Forschungszentrum Jülich, Germany  
2 Computational Neuroscience, Faculty of Medicine, RWTH Aachen University, Germany  
3 Theoretical Systems Neurobiology, Faculty I, RWTH Aachen University, Germany  
 

Understanding the relation between the 
structure and dynamics of the cortical network 
is a prerequisite for the investigation of its 
function. To this end, we develop analytical 
tools to study general principles of recurrent-
network dynamics (e.g. the role of inhibitory 
feedback on correlations in neural activity; see 
[1]), and employ simulations to investigate the 
complex dynamics of network models 
accounting for realistic features of the 
neocortex (e.g. the cell-type and layer-specific 
connectivity of local cortical microcircuits; see 
[2]). The investigation of brain-scale networks 
by means of computer simulations depends to 
a large extent on the development of novel 
algorithms and high-performance parallel 
computing strategies. In [3], for example, we 
show how memory consumption can be 
minimized by developing data structures 
exploiting the sparseness of the local network 
representation. Finally, to foster the 
implementation of neural-network models on 
neuromorphic hardware we investigate the 
effects of hardware limitations on the network 
dynamics (e.g. spike-timing-dependent 
plasticity in neural networks; see [4]).  

Correlations in spike-train ensembles can 
seriously impair their capacity for encoding 
information. An inevitable source of correlation in 
finite neural networks is common presynaptic input 
to pairs of neurons. Recent studies demonstrate 
that spike correlations in recurrent neural networks 
are considerably smaller than expected based on 
the amount of shared presynaptic input. In [1], we 
explain this observation by means of a linear 
network model and simulations of networks of 
leaky integrate-and-fire (LIF) neurons. We show 
that inhibitory feedback efficiently suppresses 
pairwise correlations and, hence, population-rate 
fluctuations. We quantify this decorrelation by 
comparing the responses of the intact recurrent 
network (feedback system) and systems where the 
statistics of the feedback channel is perturbed 
(feedforward system). Neglecting correlations 
within the ensemble of feedback channels or 
between the external stimulus and the feedback 
amplifies population-rate fluctuations by orders of 
magnitude (Fig.1). It is found that, in purely 
inhibitory networks, shared-input correlations are 
canceled by negative spike-train correlations. In 
excitatory-inhibitory networks, spike-train 
correlations are typically positive. Here, the 

suppression of input correlations is not a result of 
the mere existence of correlations between 
excitatory (E) and inhibitory (I) neurons, but a 
consequence of a particular structure of 
correlations among the three possible pairings 
(EE, EI, II). 

 

FIG. 1: Spiking activity in excitatory-inhibitory LIF 
networks with intact (left column; feedback scenario) and 
opened feedback loop (right column; feedforward 
scenario). A,B: Network sketches. C,D: Spiking activity 
(top panels) and population averaged firing rate (bottom 
panels) of the local presynaptic populations. E,F: 
Response spiking activity (top panels) and population 
averaged response rate (bottom panels). In the top 
panels of C–F, each pixel depicts the number of spikes 
(gray coded) of a subpopulation of 250 neurons in a 
10ms time interval. In both the feedback and the 
feedforward scenario, the neuron population {1,...,N} is 
driven by the same realization (t)=( 1(t),..., N(t))T of an 
uncorrelated white-noise ensemble; local input is fed to 
the population through the same connectivity matrix J. 
In-degrees, synaptic weights and shared-input statistics 
are thus exactly identical in the two scenarios. In the 
feedback case (A), local presynaptic spike-trains are 
provided by the network’s response s(t)=(s1(t),...,sN(t))T, 
i.e. the pre- (C) and postsynaptic spike-train ensembles 
(E) are identical. In the feedforward scenario (B), local 
presynaptic spike trains are replaced by an ensemble of 
N independent realizations q(t)=(q1(t),...,qN(t)) of a 
Poisson point process (D). Its rate is identical to the time- 
and population-averaged firing rate in the feedback case. 
Figure from Tetzlaff et al., 2012.  

A more physiology-based approach to 
understanding the link between cortical structure 
and dynamics is taken in [2]. While available 
connectivity maps of local cortical networks have 
been used in various computational studies, 
prominent features of the simulated activity such 
as the spontaneous firing rates do not match the 
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experimental findings. In [2], we compile an 
integrated connectivity map incorporating insights 
on the specific selection of target types, and 
perform full-scale spiking network simulations of 
the local cortical microcircuit. The simulated 
spontaneous activity is asynchronous irregular and 
cell-type specific firing rates are in agreement with 
in vivo recordings in awake animals (Fig. 2). 

 

FIG 2: Simulated spontaneous cell-type specific activity. 
(A) Raster plot of spiking activity recorded for 400 ms of 
biological time of layers 2/3, 4, 5, and 6 (from top to 
bottom; black: Excitatory, gray: Inhibitory). Relative 
number of displayed spike trains corresponds to the 
relative number of neurons in the network (total of 1862 
shown). (B–D) Statistics of the spiking activity of all 8 
populations in the network based on 1000 spike trains 
recorded for 60 s (B and C) and 5 s (D) for every 
population. (B) Boxplot of single-unit firing rates. Crosses 
show outliers, stars indicate the mean firing rate of the 
population. (C) Irregularity of single-unit spike trains 
quantified by the coefficient of variation of the interspike 
intervals. (D) Synchrony of multiunit spiking activity 
quantified by the variance of the spike count histogram 
(bin width 3 ms) divided by its mean. Figure from Potjans 
and Diesmann, 2012. 
 
The cortical microcircuit studied in [2] contains on 
the order of 105 neurons and 109 synapses, and 
has been simulated on a high-performance cluster. 
However, brain-scale networks are orders of 
magnitude larger in terms of numbers of neurons 
and synapses, and thus computational load. Such 
networks have been investigated in individual 
studies, but the underlying simulation technologies 
have neither been described in sufficient detail to 
be reproducible nor made publicly available. In [3], 
we discover that as network models approach the 
meso- and macroscale, memory consumption on 
individual compute nodes becomes a critical 
bottleneck. This is especially relevant on modern 

supercomputers such as the Blue Gene/P 
architecture where the available working memory 
per CPU core is rather limited. We develop a 
simple linear model to analyze the memory 
consumption of the components of neuronal 
simulators as a function of network size and the 
number of cores used. The model enables 
identification of key contributing components to 
memory saturation and prediction of the effects of 
potential improvements to code before any 
implementation takes place. Applying the model to 
our freely available NEural Simulation Tool 
(NEST), we identify the software components 
dominant at different scales, and develop general 
strategies for reducing the memory consumption, 
in particular by using data structures that exploit 
the sparseness of the local representation of the 
network. We show that these adaptations enable 
our simulation software to scale up to the order of 
10,000 processors and beyond.  

The choice of representation of network 
components is also important for making optimal 
use of chip resources in large-scale neuromorphic 
hardware systems. When implementing spike-
timing dependent plasticity, a natural modification 
that saves resources is to reduce synaptic weight 
resolution. In [4], we estimate the impact of 
synaptic weight discretization on different levels, 
ranging from random walks of individual weights to 
computer simulations of spiking neural networks. 
The FACETS wafer-scale hardware system offers 
a 4-bit synaptic weight resolution, which is shown 
to be sufficient within the scope of our network 
benchmark. Our findings indicate that increasing 
the resolution may not even be useful in light of 
further restrictions of customized mixed-signal 
synapses. In addition, variations due to production 
imperfections are investigated and shown to be 
uncritical in the context of the presented study. We 
suggest how weight discretization could be 
considered for other back-ends dedicated to large-
scale simulations. Thus, our proposition of a good 
hardware verification practice may increase 
synergy between hardware developers and 
neuroscientists. 

This work was partially funded by the Research 
Council of Norway (eVita [eNEURO], NOTUR), EU 
Grant 15879 (FACETS), EU Grant 269921 
(BrainScaleS), BMBF Grant 01GQ0420 to BCCN 
Freiburg, Next-Generation Supercomputer Project 
of MEXT, Japan, and the Helmholtz Alliance on 
Systems Biology. 
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In modern society, data are virtually 
everywhere. Digital television on hard-disk 
receivers, “smart” (or pesky) cell-phones and 
their contents are just a few examples of 
things we certainly need to preserve forever 
and beyond. A great challenge lies in 
developing new technologies and materials 
which can fulfill these demands. Phase-change 
materials (PCM) store information by fast and 
reversible switching between two solid-state 
forms [1–4]. As a prominent example, a Ge–
Sb–Te alloy is the active basis of re-writeable 
Blu-Ray™ disks. Germanium telluride (GeTe) 
not only forms the basis of these PCMs but is a 
phase changer itself. Miniaturization of storage 
devices leads to an increase of their surface–
volume ratio; subsequently, knowledge about 
surface morphologies and reconstructions is 
becoming more and more important. Here we 
present a fundamental ab initio study dealing 
with the archetypical GeTe(111) surfaces—a 
study that needs a little help from very 
“classical” structural chemistry. 

GeTe seems to have a very simple solid-state 
structure. Its low-temperature polymorph, -GeTe, 
is of a slightly distorted rocksalt type such that the 
cell exhibits rhombohedral symmetry with three 
shorter and three longer Ge–Te bonds in each 
coordination polyhedron [5]. At higher 
temperatures, -GeTe appears to transition into a 
perfect rocksalt type, leading to indistinguishable 
Ge–Te bond lengths, an undistorted octahedral 
coordination, and the designation -GeTe [6]. The 
relationship between both phases is best seen if 
we draw the structures in hexagonal unit cells 
(Figure 1): germanium and tellurium layers are 
stacked along the conventional [111] direction. 
Cleaving a GeTe crystal to expose these faces 
leads to the arguably most relevant GeTe(111) 
surfaces which have been recently studied by 
experimental means [7]. GeTe bilayers form the 
central structural motif in -GeTe, and they have 
been sketched in Figure 1. Looking beyond simple 
binary GeTe, the feature of three long and three 
short bonds is present in a remarkable number of 
Ge—Sb—Te-based PCMs, although a simple 
“distorted rocksalt” model is often employed for 
convenience. Very recently, GeTe has been re-
investigated, and it was discussed in the literature 
[8] that -GeTe should not be a separate phase 
with a clear-cut transition; instead, it can be 
described as an “average” structure which consists 
of different -phase-like local distortions that 
average out at increased temperatures. It seems 

that a quite simple and long-known  structure like 
GeTe still causes some issues. 

 
FIG. 1: Schematic view of -GeTe (left) and idealized -
GeTe (right) focusing on their close resemblance and 
showing the GeTe bilayers in the case of -GeTe. 

Here, we search for a density-functional theory 
(DFT) model to make reasonable predictions for -
GeTe(111) surfaces. Since rocksalt-like (111) 
surfaces are polar and we intend to compute 
absolute surface energies, it is necessary to have 
the same termination at both sides of the slab, top 
and bottom. Moreover, a symmetric slab is 
desirable because much precious computing time 
can be saved by, in principle, looking only at one 
half of the slab while the other half is reproduced 
by symmetry operations. This symmetry operation 
(i.e., an inversion center in the middle of the cell) is 
available in the rocksalt type (Figure 1, right) and 
many ternary Ge—Sb—Te alloys, but not in 

-GeTe. If one seeks to cut a slab terminated by, 
say, tellurium at the top and bottom from the 
structure shown in Figure 1 (cutting along the 
dashed lines), one will always need to cut one 
bilayer in half. Consequently, such a model 
undergoes large distortions and is certainly not 
desirable [9]. 

To solve this problem, we exploit the close 
chemical relationship between both structure 
types. Figure 1 evidences that, in fact, both differ 
mainly in how the Ge and Te layers are stacked: 
bilayers are found in -GeTe while all layers in the 
more symmetric rocksalt structure are equidistant. 
Since the energetic difference between both 
models is small, leading to an error of 
approximately < 1 meV Å–2 [9], we constructed a 
symmetric model by choosing the central part to 
be bulk-like (i.e., have the layer spacing of -GeTe 
and hence introducing inversion symmetry); the 
surface layers faithfully resemble the bilayers 
found in -GeTe and are allowed to fully relax. 
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One of the quantum-chemically optimized surface 
models is shown in Figure 2. We are particularly 
interested in the surface energies which are 
therefore calculated for different atomic structures 
at the surface: the lower a particular motif’s 
surface energy, the more stable it is. Our 
calculations show that the pristine Te-terminated 
surface (which is also seen in Figure 2) is the most 
stable overall, independent of chemical 
surrounding (potential), which can quite intuitively 
be illustrated as the frontier orbitals of the tellurium 
anions are filled (the atoms at the surface should 
be close to “noble-gas” configurations). A naked, 
purely Ge-terminated surface is very unlikely to be 
seen; it might lower its surface energy by various 
reconstruction motifs (dashed and dotted lines in 
Figure 3a). 

 
FIG. 2: Schematic of the modeling approach, 
representing a tellurium-terminated surface. Artificial 
“vacuum” areas are visible at the top and bottom. The 
center five regions of the slab have been held fixed in the 
computation, which is required to constrain the slight 
distortion to the center region.  

With this newly developed set of surface models 
available, the prediction of surface properties is 
possible. One example is in Figure 3b–d: from the 
computed charge density, one may simulate 
scanning tunneling microscopy (STM) images to 
corroborate experiments yet to be performed (see 
[9] for detailed description and references); the 
interplay of both, computed and measured STM 
pictures, has contributed much to the present, 
precise knowledge about the atomic structure at 
many materials’ surfaces. Besides their 
relationship to experiment, the computed STM 
images also illustrate features of the electronic 
band structure at a glance: for anion-terminated 
surfaces, the electronic surface states are 
localized in the filled bands (Usim < 0), and the 
filled bands (left panel in Figure 3c) light up bright 
compared to the unoccupied areas above F. The 
opposite is true for Ge-terminated, reconstructed 
motifs, which may be helpful for future 
experiments where both positive and negative bias 
voltage may be easily applied. 

 

 

Fig. 3: (a) Surface phase diagram (at T = 0 K) computed 
for rhombohedral GeTe(111). The orange lines indicate 
Ge-terminated surfaces whereas the Te-terminated 
surface energies are plotted in blue. (b–d) Simulated 
STM images of unoccupied bands of pristine Te-
terminated and “octopolar” Ge-terminated surfaces. Data 
taken from Ref. [9]. 
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In the present work, the crystallization of local 
amorphous marks (bits) in a crystalline layer of 
the phase-change material Ag4In3Sb67Te26 is 
investigated by in situ transmission electron 
microscopy (TEM) methods. The bits with a 
diameter of 0.6 µm are produced by heating 
with laser radiation and melt quenching in a 
30 nm thick crystalline phase-change layer. 
The employed TEM in situ methods are 
crystallization by in situ heating and in situ 
irradiation. The temperature of the “Phillips PW 
6592” in situ heating holder in the heating 
experiment is 110 °C and the bit is completely 
crystallized in around 30 minutes. In the in situ 
irradiation experiment, the bits are partly 
crystallized by a focused electron beam of a 
FEI Tecnai F20 transmission electron 
microscope. The crystallization in both 
experiments is growth dominated. 

Phase-change materials are promising candidates 
for non volatile data storage applications. Already 
used in rewritable optical data storage [1], they are 
also candidates for non-volatile electronic memory 
applications [2]. The understanding of 
crystallization kinetics of the phase-change 
materials is necessary to develop reliable and fast 
phase-change data storage devices, which can 
further improve actual data storage technology. 
The crystallization kinetics is the limiting factor of 
writing speed and memory stability. A recent topic 
of interest is the role of nucleation and growth in 
phase-change materials at different conditions.  
Crystallization dominated by growth promises 
faster data storage through increasing the writing 
speed by decreasing the bit size. Both in situ 
experiments show the growth dominated 
crystallization of Ag4In3Sb67Te26. 

The 30 nm thick phase-change layer is embedded 
in a supporting multilayer stack on a silicon 
substrate (Figure 1(a)). The supporting multilayer 
stack has three main purposes. Oxidation of the 
phase-change layer is prevented by the 100 nm 
thick capping of ZnS-SiO2 on top of the 
phase-change layer. The 50 nm Si3N4 layer on top 
of the silicon substrate acts as an etch stop in the 
TEM sample preparation. An additional 10 nm 
thick layer of ZnS-SiO2 below the phase-change 
layer together with the capping layer decreases 
the necessary power to melt the phase-change 
layer. The multilayer stack was sputtered on a 

500 µm thick silicon substrate and heated to 
crystallize the phase-change layer. The supporting 
layers stay amorphous. To produce the bits the 
crystalline phase-change layer is locally heated 
above the melting point by means of laser 
radiation. After terminating the laser pulse the 
heated area is melt quenched. The silicon 
substrate acts as a heat sink during the melt 
quenching. 

 

FIG. 1: a. Schematic image of the multilayer stack on 
silicon substrate before etching. 
b-f. Transmission electron microscope brightfield images 
of an amorphous melt quenched region heated in situ to 
110 °C in crystalline Ag4In3Sb67Te26. Time is related to 
the start of heating. The size of the amorphous mark 
linearly decreases with time.  

Samples with diameters of 3 mm are extracted 
through ultra sonic disc cutting. The silicon of the 
extracted discs is ground to a thickness of 150 µm. 
Dimple grinding reduces the thickness further to 
20 µm in the center of the discs while a 150 µm 
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thick edge is preserved to enhance mechanic 
stability. Potassium hydroxide is used to remove 
the remaining 20 µm silicon substrate by etching at 
70 °C. The Si3N4 layer prevents damage of the 
multilayer stack. All in situ experiments are carried 
out in a FEI Tecnai F20 at 200 kV. 

Despite the relative high thickness of 190 nm of 
the multilayer stack the bits are clearly visible in 
the crystalline layer in the transmission electron 
microscope brightfield images. This is possible 
because all layers except the matrix of the 
phase-change layer are amorphous. The 
diffraction contrast between the crystalline matrix 
and the bits is much stronger then the mass 
thickness contrast of the other layers. Therefore 
the other layers basically reduce only the 
observable intensity. Moreover selected area 
diffraction patterns are taken to prove that the bits 
are completely amorphous. 

In the in situ heating experiment the samples are 
heated with a Phillips PW 6592 in situ heating 
holder. The sample is first heated from room 
temperature to 70 °C and then heated to 110 °C 
after the thermal drift has faded. The crystallization 
of the bit is observed in brightfield imaging mode 
with inserted contrast aperture. The contrast is 
further enhanced by removal of inelastic scattering 
by means of energy filtering. The bits crystallize by 
inward growth from the crystalline rim towards the 
center of the bit. The crystalline rim grows 
homogeneously into the bit. At 110 °C The 
crystallization of a complete bit takes around 
30 minutes after the heating starts. No nucleation 
is observed inside the bit. This shows clearly the 
growth dominated crystallization behavior. 
Bending contours created during crystallization 
follow approximately the crystal growth direction. 
Even with these bending contours, the crystallized 
area shows little difference in morphology to its 
surrounding crystalline matrix (Fig. 1b-f). 

In the in situ irradiation experiment, the electron 
beam is focused onto the bit. Sufficient exposure 
by the focused electron beam produces a round 
crystalline mark inside the bit. The size of the 
crystallized mark and the time to crystallize 
depends on the spot size of the electron beam. To 
crystallize a round mark with 0.16 µm in diameter, 
it has to be exposed to the focused electron beam 
for approximately 35 seconds. The spot size was 
manually controlled and slightly bigger than the 
crystallized area. The crystallized area also shows 
bending contours, but they do not show a 
directional preference (Fig. 2a). Selected area 
diffraction proves that the area is crystalline and 
only consists of a few grains, because only a few 
diffraction spots are generated (Fig. 2b). The 
diameter of the selected area diffraction aperture 
is 200 nm. This confirms that the crystallization of 
the mark is primary growth dominated after the 
first nuclei have formed, even in conditions that 
promote nucleation in other phase-change 
materials [3]. The diffuse rings in the diffraction 
images are generated from the amorphous 
supporting layers and the amorphous surrounding 
of the crystallized mark. 

 

FIG. 2: a. Transmission electron microscope brightfield 
image of an amorphous region exposed to a focused 
electron beam. A round area in the middle of the 
amorphous region has crystallized. The dashed circle 
marks the position and size of the diffraction aperture.  
b. Inverted diffraction pattern of the crystallized area. 
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Using the formalism of Projected Entangled 
Pair States (PEPS), we study Resonating 
Valence Bond (RVB) states and, using a 
combination of analytical and exact 
diagonalization type methods, provide 
compelling evidence for their topological spin 
liquid nature. Using symmetries of their PEPS 
description, we can smoothly connect RVB 
states to known topological models and 
thereby prove their topological nature, while by 
exact diagonalization of the transfer operator, 
we can rule out any type of symmetry breaking 
in the system and thus demonstrate its spin 
liquid nature.   

Resonating valence bond (RVB) states have been 
proposed by Anderson as an ansatz for systems 
with antiferromagnetic interactions, in particular in 
the context of high-temperature superconductivity 
[1]. More recently, they have received consider-
able attention as candidates for topological spin 
liquids, this is, systems which do not break any 
symmetry despite the presence of strong 
antiferromagnetic interactions, yet exhibit a 
topological ground state degeneracy. Particular 
interest, both theoretically and experimentally, has 
been devoted to frustrated magnets on the 
kagome lattice, as those systems are realized in 
actual materials and form candidates for the first 
experimental observation of a topological spin 
liquid [2].  

Unfortunately, models with potential RVB ground 
states are typically difficult to study. This is both 
due to their high degree of frustration as well as 
the fact that different singlet configurations are not 
orthogonal, which has e.g. prevented a full 
understanding of how RVB states appear as 
ground states of local Hamiltonians [3]. To 
overcome this problem, simplified dimer models 
where different dimer configurations are 
orthogonal have been studied [4], for which e.g. 
the topological ground space structure on the 
kagome lattice could be shown [5].  

More recently, Projected Entangled Pair States 
(PEPS) have been introduced as a tool to study 
quantum many-body wavefunctions [6,7]. PEPS 
provide a description of quantum many-body 
states based on their entanglement structure in 
terms of local tensors, and form a framework 
which allows to both analytically understand these 

wavefunctions, and numerically study their 
properties. In particular, it is well understood how 
certain classes of PEPS, including those with 
topological order, arise as ground states of local 
Hamiltonians [8], based on the symmetry 
properties of the underlying tensor representation. 
Numerically, PEPS form a tool for computing 
quantities such as arbitrary correlations efficiently 
with very high accuracy, using transfer operators 
of matrix product form [7].  

 
Figure 1. a) Dimer covering of the kagome lattice. b) 
PEPS construction for the RVB state.  

In our work, we apply the PEPS formalism to the 
RVB state, and use it to prove the topological spin 
liquid nature of the RVB on the kagome lattice. 
Fig. 1(a) shows a dimer covering D of the kagome 
lattice. By associating a singlet to each dimer, we 
obtain a state (D)> on the lattice; the RVB state 
is now defined as the equal weight superposition 
over all dimer coverings of the lattice, 

RVB>= D (D)>. Alternatively, we can associate 
each dimer with a state D>  with <D D’>= D,D’, 
which gives rise to the (orthogonal) dimer state 

dimer>= D D>. A PEPS description of the RVB 
state [9] is obtained by first placing 3-qutrit states  

2

0

222ijk

i j k

| > |ijk > | >  

inside each triangle of the kagome lattice, as 
depicted in Fig. 1(b), with ijk the completely 
antisymmetric tensor. This corresponds to having 
either one or no singlet in the { 0>, 1>} subspace 
in the triangle, the absence of a singlet being 
marked by 2>. Second, we apply the map  
P= 0>(<02 +<20 )+ 1>(<12 +<21 )  
at each vertex, which selects exactly one singlet 
per vertex; it is easy to check that the resulting 
state is indeed the RVB state. If we replace P by  
P = 02><02 + 12><12 + 20><20 + 21><21  
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we obtain a representation of the dimer state 
instead. Moreover, it is possible to devise an 
smooth interpolation P  between P( =0) and 
P ( =1),  which yields an interpolation between the 
RVB and the dimer state.  

The central observation is now that all objects 
involved in the PEPS description are invariant 
under a Z2 symmetry (with representation 
{I,diag(1,1,-1)}). Even more, when blocking all the 
sites in one star, the resulting map (consisting of 
all P’s and all >’s completely contained in the 
star) becomes  Z2–injective [8], i.e., injective on the 
invariant subspace. The same is true if we replace 
P by P  or P . From this, we can decude that there 
is a local invertible map N which transforms 
between the RVB state, the dimer state, and 
indeed any state along the interpolation [the latter 
with a smooth dependence ( )]. In turn, this 
implies that if the dimer state is the ground state of 
a local frustration free Hamiltonian H= hi (i.e., 
hi 0, and hi dimer>=0), then the RVB state 

RVB>= N
dimer>  is the ground state of a local 

frustration free Hamiltonian hi=( -1
)

K
 hi(

-1
)

K 
where ( -1

)
K  only acts on the sites which overlap 

with hi. This is, the ground spaces of the RVB and 
the dimer state are related by the invertible map 

N, and thus, the RVB state and the dimer state 
have the same ground space structure. Even 
more, by the same argument there is a smooth 
local interpolation H( )= hi( )between the RVB 
and the dimer state.  

We can now use the known fact that the dimer 
model is local unitarily equivalent to Kitaev’s toric 
code [10,11] (which can alternatively be shown 
using the Z2 symmetry of the PEPS) to infer that 
the RVB state is the ground state of a local 
Hamiltonian with a topological ground space 
degeneracy equivalent to the toric code, i.e., a Z2  
topological model. Even more, this mapping allows  

 

Figure 2.  Gap of the transfer operator  as a function of 

 along the RVB–dimer interpolation for Nh=4,…,10 and 
periodic boundary conditions. The Nh=   data has been 
obtained from a finite size scaling analysis, shown in the 
inset for =0,0.1,0.2,0.3,0.5. 

us to construct the full ground space manifold of 
the RVB model based on the symmetries in its 
PEPS description, just as for the toric code [8]: We 
thus obtain an exact parametrization of the full 
ground space of the RVB state, allowing for its 
numerical study [12].  

We have subsequently used exact diagonalization 
techniques to study whether the RVB is a spin 
liquid, i.e., whether it breaks any symmetries. 
PEPS are particularly suited for this endeavor, 
since any type of correlation is mediated by the 
PEPS transfer operator; this is, symmetry breaking 
is reflected by a degeneracy in the spectrum of the 
transfer operator. The spectrum of the transfer 
operator can be determined using standard PEPS 
techniques; by restricting to cylinders of diameters 
up to 10 elementary cells (with 3 spins per cell) we 
can use exact boundary vectors, which allows us 
to apply exact diagonalization to the transfer 
operator and thus obtain machine precision data 
which gives extremely accurate finite size scaling 
results. In Fig. 2, we show the second largest 
eigenvalue of the transfer operator above the two-
fold degenerate largest eigenvector (whose 
degeneracy reflects the topological nature of the 
state), for the interpolation from the RVB state 
(left) to the dimer state (right). Evidently, for the 
RVB state this eigenvalue remains bounded away 
from 1 in the N  limit, demonstrating the spin 
liquid nature of the RVB state. Moreover, we find 
that also along the interpolation to the dimer/toric 
code state there is no sign of a phase transition in 
the transfer operator, which altogether provides 
compelling evidence that the RVB state is a Z2 
topological spin liquid in the same topological 
phase as the toric code model.  
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The study of metal–insulator transitions (MITs) 
in crystalline solids is a subject of crucial 
importance to understand the transport 
properties of these materials. Recently, 
evidence for a MIT exclusively due to disorder 
was observed in the crystalline phase-change 
material GeSb2Te4 [1]. Phase-change materials 
are considered to be promising candidates for 
non-volatile memories of next generation [2], 
due to their ability to switch rapidly and 
reversibly between the crystalline and the 
amorphous phase upon heating and to the 
pronounced resistivity contrast between the 
two phases. Here we report on calculations 
employing density functional theory, which 
identify the microscopic mechanisms that 
localize the wave functions and drive the MIT 
[3]. We show that, in the insulating phase, the 
electronic states responsible for charge 
transport are localized inside regions having 
large vacancy concentrations. The transition to 
the metallic state is driven by the dissolution 
of these vacancy clusters and the ordering of 
the vacancies into layers. These results open 
up the possibility of tuning the resistance of 
phase-change devices in a controlled way, 
which could lead to the development of novel 
devices based on multiple resistance states. 

Experimentally, as-deposited amorphous 
GeSb2Te4 crystallizes into a cubic phase or a 
hexagonal phase at low and high annealing 
temperatures, respectively. The metastable cubic 
phase is always insulating at sufficiently low 
temperatures, whereas the hexagonal phase 
displays the MIT [1]. To shed light on this 
behavior, we have carried out a comprehensive 
computational study of the structural and 
electronic properties of both crystalline phases [3]. 
For this purpose, a large number of cubic and 
hexagonal models of GeSb2Te4 containing 
different amount of disorder in the form of 
randomly arranged vacancies and substitutional 
Ge/Sb disorder were generated and optimized 
using density functional theory. The KKRnano [4] 
and CP2K [5] packages were employed for these 
simulations. We start our analysis discussing the 
fully disordered cubic rock-salt phase. This 
metastable phase is also obtained in phase-

change memories upon fast recrystallization of the 
amorphous bits induced by heating. There is 
experimental evidence that one sublattice is 
occupied by Te atoms only, whereas in the second 
one 25% Ge, 50% Sb and 25% vacancies are 
arranged in a random fashion. To describe this 
phase, we considered two supercells of GeSb2Te4 

composed of 875 and 3584 atoms, in which 
vacancies, Ge and Sb were placed on the second 
sublattice employing a random number generator. 

 

Local density of p states of Ge, Sb and Te atoms 
in a Ge125Sb250Te500 unrelaxed supercell. Te atoms are 
grouped with respect to the number of nearest-neighbor 
vacancies (nVac), whereas Ge and Sb atoms are grouped 
according to the number of third nearest-neighbor 
vacancies (pVac). One can clearly see that the presence 
of neighboring vacancies shifts the Te p states upwards 
in energy, close to EF. Structural relaxation does not 
change this picture qualitatively, but for the opening of a 
pseudo gap above EF.

Atomic p orbitals govern the electronic structure of 
GeSb2Te4 at the Fermi energy EF. Hence, we have 
analyzed the local density of states (LDOS) of the 
p states on each atomic site to reveal the influence 
of chemical disorder on the electronic properties of 
GeSb2Te4 (Fig. 1). Since, for Te atoms, disorder 
occurs on the nearest-neighbor sites, the LDOS of 
Te atoms is much more sensitive to randomness. 
Figure 1 (right) shows the LDOS averaged over all 
Te atoms having the same number of nearest-
neighbor vacancies, nVac: the LDOS in the vicinity 
of EF increases markedly with nVac and, for the 
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relatively rare configurations nVac=3 and nVac=4, 
pronounced peaks appear slightly below or at EF. 

Given a configuration nVac=3 or 4, the hybridization 
of the Te p states with states of neighboring Te 
atoms is hindered. Hence, the p states of the Te 
atoms located in regions having a high vacancy 
concentration are expected to give rise to spatially 
localized electronic states near EF. 

Next, we considered a sequence of large models 
of GeSb2Te4 containing 1,008 atoms to identify the 
structural rearrangement, which is responsible for 
the transition to the metallic state. We started from 
a Poisson distribution of Ge, Sb and vacancies in 
cubic GeSb2Te4. Subsequently, the amount of 
disorder in the system was reduced, until a 
perfectly ordered hexagonal phase was obtained. 
Three important ingredients play a role in this 
sequence: the distribution of vacancies, the 
substitutional Ge/Sb disorder and the arrangement 
of the crystalline planes (cubic or hexagonal). 

 
FIG. 2: Total energy per atom of 1008 atoms models of 
the disordered cubic phase of GST (first point on the 
left), perfect hexagonal GST (last point on the right) and 
several intermediate structures with varying degree of 
disorder. The formation of vacancy layers yields a large 
reduction in energy. The two insets show a snapshot of 
the HOMO state of the random cubic GST (left) and 
hexagonal GST (right). The first state is exponentially 
localized on about 20-30 atomic sites. The second state 
is completely delocalized. 

The formation of the vacancy layers yields a very 
significant reduction in energy, of the order of 50 
meV per atom (Fig. 2). Furthermore, our results 
indicate that the hexagonal phase becomes lower 
in energy than the corresponding structure with 
cubic stacking before vacancy layers have formed 
completely.  Hence, the ordering of vacancies 
drives the structural transition.  

The reduction of substitutional disorder also leads 
to a decrease in energy, however energy 
difference between models with vacancy layers 
and different degree of substitutional disorder are 
small, less than 5 meV per atom, and are 
comparable to the configurational entropy 
contribution of the disordered phases.  

Subsequently, we have investigated the electronic 
structure of these models by evaluating the 
inverse participation ratio (IPR) and the charge 
density distribution of the electronic states near EF. 

For an extended state, the IPR is equal to zero in 
infinitely large systems. On the contrary, for 
localized states, it remains finite and provides an 
estimate for the inverse of the number of atoms on 
which the state is localized. In the disordered 
phases containing randomly arranged vacancies, 
evaluation of the IPR values and the charge 
density distributions shows that the states around 
EF are localized in relatively small regions of the 
crystals, corresponding to vacancy clusters (Fig. 2, 
left inset). On the other hand, in the hexagonal 
phases where vacancy layers have formed, the 
IPRs values of the states at EF are an order of 
magnitude smaller, reflecting the fact that the 
states are extended and spread over the whole 
cell (right inset). Hence, the transition to the 
metallic state is driven by the formation of ordered 
vacancy layers. Substitutional disorder and 
structural distortion do not play an important role. 

Transport measurements indicate that both 
phases have typically a relatively large density of 
carriers (in the range of 1-2 1020 cm 3 [1]). These 
carriers are due to non-stoichiometric Ge/Sb 
vacancies, which turn crystalline GeSb2Te4 into a 
p-type degenerate semiconductor. Such defects 
have not been included in the models of Fig. 2 but 
we have been able to show that, since the 
concentration of excess vacancies compatible with 
said carrier densities is small, inclusion of these 
defects in the disordered models does not shift EF 
away from the region of localized states [3]. 

In conclusion, the analysis of our set of models of 
GeSb2Te4 provides clear evidence for the 
occurrence of a structural transition involving a 
change of stacking sequence and an Anderson 
MIT, both of them driven by vacancy ordering. It 
also indicates that the structural transition takes 
place well before the vacancy layers are 
completely formed. This implies that there is still a 
significant amount of randomly distributed 
vacancies in hexagonal GeSb2Te4 in the vicinity of 
the structural transition point, which induce 
localization of states at EF. These findings are in 
agreement with experiments, which show that the 
MIT occurs in the hexagonal phase. Hence, 
although the two transitions are driven by the 
same mechanism (vacancy ordering), they are of 
different nature and independent from each other. 

The identification of the microscopic mechanism   
leading to the MIT provides a step towards the 
goal of controlling the degree of disorder in phase-
change devices, so as to tune their resistance in a 
reproducible fashion. 
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Hund’s coupling in iron pnictides is shown to 
give rise to a significant depletion of spectral 
weight above EF . DMFT calculations reveal that 
this pseudogap is associated with a collective 
mode in the self-energy caused by spin 
fluctuations. The pseudogap is remarkably 
stable over a wide range of Coulomb and 
exchange energies. The implications of this 
phenomenon for optical spectra of iron 
pnictides are discussed.  

The discovery of superconductivity in iron 
pnictides has stimulated intense discussions 
concerning the role of correlation effects in these 
compounds. In contrast to high-Tc cuprates, which 
have antiferromagnetic Mott insulators as parent 
compounds, pnictides are correlated magnetic 
metals that show significant deviations from Fermi-
liquid behavior. Moreover, as a result of the multi-
band nature of pnictides, the interplay of Coulomb 
and exchange interactions gives rise to 
phenomena not found in cuprates. The importance 
of Hund coupling in pnictides has recently received 
wide attention. In particular, optical data on 
BaFe2As2 [1] reveal a high-energy pseudogap not 
compatible with normal metal behavior. This 
pseudogap differs from the low-energy gap in the 
antiferromagnetic spin-density wave phase. Also, 
ARPES data exhibit a depletion of spectral weight 
near EF that differs from the superconducting gap.  

To investigate the influence of Coulomb 
correlations on the electronic properties of iron 
pnictides, we use dynamical mean field theory 
(DMFT) combined with exact diagonalization (ED) 
as multi-orbital impurity solver [2]. As shown in Fig. 
1(a), both the interacting and non-interacting Fe 3d 
density of states (DOS) reveal two main features 
separated by a minimum above EF. Similar quasi-
particle spectra were obtained by several groups 
for a variety of pnictides. It is not clear to what 
extent the pseudogap seen in these spectra is 
induced by Coulomb correlations or band structure 
effects.  

To resolve this issue, we have performed DMFT 
calculations for five degenerate semi-elliptical 
bands [3]. Since in this case the DOS is 
featureless, correlation induced spectral 
modifications are easily identified. In addition, by 
scanning a wide range of Coulomb and exchange 
energies, it is feasible to investigate their 
respective roles. The main result of this work is 
that many-body effects are much more sensitive to 
the magnitude of Hund’s rule coupling J than to 
the intra-orbital Coulomb repulsion U. In particular, 

exchange interactions give rise to a pseudogap 
above EF, which persists in the full range of 
realistic values of J, but disappears at small J. This 
is illustrated in Fig. 1(b) which shows DMFT 
spectra for U =3,..., 5 eV and J =0.5 eV. Spectra 
up to J =1.0 eV are remarkably similar. Except in 
the limit J =0, the interacting DOS exhibits peaks 
below 

FIG. 1: (a) Fe 3d DOS of FeAsLaO. Solid curve: DMFT; 
dashed curve: LDA. (b) DMFT DOS of degenerate five-
band model for several U and J. Black dashed curve: 
LDA. 

and above EF , separated by a pseudogap above 
EF . The peak–dip structure near EF is reminiscent 
of the one in the quasi-particle spectrum shown in 
panel (a). Since the bare DOS is smooth, the 
pseudogap is induced by the frequency-dependent 
selfenergy. These results suggest that the 
pseudogap above EF is a generic feature caused 
by correlations within the 3d shell and that its 
existence depends crucially on realistic values of 
Hund’s coupling. The quasi-particle spectra of 
actual pnictides should therefore consist of a 
combination of correlation features associated with 
J and signatures related to the bare density of 
states.  

To illustrate the effect of Coulomb correlations on 
the self-energy, we show in Fig. 2 the imaginary 
part of (i n) for several occupancies. For n  6.2, 
Im (i n)  n at low energies, so that the system 
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is a correlated Fermi liquid with a doping 
dependent effective mass enhancement m*/m  
3,..., 6. At smaller n, Im  reveals a nonzero onset, 
associated with bad-metallic behavior. As shown 
previously [4], the spin correlation function then 
changes from Pauli to Curie Weiss behavior, 
indicating a spin freezing transition.  

 

 

FIG. 2: (a) Self-energy for five-band model within ED 
DMFT for various occupancies. (b) Variation of self-
energy (left) and spin susceptibility (right) with Hund’s 
coupling.  

In addition, Im (i n) exhibits a kink near n  
0.1,..., 0.2 eV, which is weak in the Fermi-liquid 
region, but becomes more intense at lower 
occupancy. As shown in panel (b), this kink is 
related to a resonance in Im ( ), which is the 
origin of the pseudogap above EF in the spectra 
shown in Fig. 1. Remarkably, the resonance 
disappears at small J. For J =0.5,..., 1.0 eV, the 
local spin correlation function reveals a maximum 
below 0.1 eV, suggesting that the resonance in Im 

( ) corresponds to a collective mode induced by 
spin fluctuations associated with Hund’s coupling. 
Thus, states in the resonance region have a 
greatly reduced lifetime. According to Kramers-
Kronig relations, Re ( ) exhibits a positive slope 
near the resonance, so that spectral weight is 
removed from the pseudogap region. Beyond this 
region, the slope of Re ( ) becomes again 
negative, giving rise to a kink in the dispersion of 
energy bands.  

A complementary understanding of the pseudogap 
can be achieved by realizing that the system at n = 
6 occupancy exists in proximity to the n = 5 Mott 
insulator. As shown in Fig. 3, at half-filling the 
degenerate five-band model exhibits a Mott  
 

transition at a critical Coulomb energy that 
depends sensitively on J, but is insensitive to U. In 
particular, Uc diminishes rapidly when J increases. 
Thus, for realistic U and J (see green box), the 
half-filled system is a Mott insulator composed of 
localized S = 5/2 spins. Upon doping, some of the 
localized states become itinerant, so that the DOS 
exhibits a narrow quasiparticle peak below EF , and 
a minimum or pseudogap above EF , in agreement 
with the spectra shown in Fig. 1. On the other 
hand, according to the phase diagram shown in 
Fig. 3, at small J the high orbital degeneracy yields 
a weakly correlated metal since U « Uc. This also 
holds at finite electron doping, so that the spectral 
distribution exhibits a broad quasi-particle peak, as 
indicated by the results for U =3 eV, J =0 in Fig. 
1(b). It is evident, therefore, that the collective 
mode in the self-energy shown in Fig. 2 and the 
associated pseudogap obtained at realistic values 
of J are a consequence of Hund’s coupling.  

 
FIG. 3: Phase diagram of five-band model at half-filling. 
Dashed lines: fixed ratios J/U =1/10 ... 1/2. Dots: Uc of 
Mott transitions for these ratios. To the right (left) of the 
solid red curve, the system is insulating (metallic). 
Green box: range of U and J used in DMFT studies of 
iron pnictides. 

At present there exists appreciable uncertainty 
concerning the experimentally determined values 
of U and J as well as their theoretical estimates. 
Nonetheless, the robustness of the pseudogap 
over a wide range of U and J and the persistence 
of the Mott phase at half-filling down to remarkably 
low Coulomb energies suggest that the 
characteristic peakdip structure near EF  seen in 
many quasiparticle spectra of pnictides is partially 
caused by Coulomb correlations intimately related 
to Hund’s coupling.  
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Polar discontinuities, as they arise e.g. at the 
(001) oriented LaAlO3/SrTiO3 interfaces, have 
received a lot of attention due to the two-
dimensional (2D) electron gas that can form at 
the boundary of these materials. This 2D 
electron gas results from charged (AlO2)

-
 or 

(LaO)
+
 layers, that are not compensated by the 

neutral SrO or TiO2 layers at the interface. In 
contrast, the chemically very similar DyScO3 
shows an insulating boundary to SrTiO3 in 
epitaxial multilayer structures [1]. Experiments 
have shown that a charge compensation takes 
place that results from an off-stoichiometry of 
the layers at the interface, i.e. mixed (Sc,Ti)O2 
or (Dy,Sr)O layers. Total energy calculations, 
based on density functional theory, show that 
the ground state of this system is always 
insulating, irrespective of the stoichiometry of 
the interface, with preferential formation of a 
mixed, chemically ordered (Dy,Sr)O layer [2]. 
This allows us to identify the basic 
mechanisms for the formation of these layers. 

In the last years, oxide interfaces have attracted 
considerable attention due to the emerging novel 
properties, which do not exist in the corresponding 
parent bulk compounds. E.g. joining the two band 
insulators LaAlO3 and SrTiO3 on the (001) faces 
can induce a wealth of new properties ranging 
from conductivity, to magnetism, even to 
superconductivity [3]. In a simple ionic model, an 
electric interface dipole is formed, which leads to a 
divergence of the electrostatic potential with 
increasing distance from the interface. This is 
claimed responsible for many peculiar properties 
at the interface. On the other hand, intermixing at 
the interface, defects, or the formation of a 
ferroelectric-like polarization in the insulators are 
mechanisms that may contribute to prevent the 
divergence of the electric potential as well. 

Recently, using high-resolution scanning 
transmission electron microscopy (HR-STEM) and 
electron energy loss spectroscopy (EELS), 
intermixing of the cations at the interface layers 
was reported for the DyScO3 / SrTiO3 interface [1]. 
Dysprosium scandate exhibits the same polar 
layers as lanthanum aluminate: DyO layers have a 
nominal charge of +1 e per formula unit, while 
ScO2 layers carry -1 e charge per formula unit. As 
a consequence of the chemical off-stoichiometry at 
the interface, multilayers of DyScO3 and SrTiO3 
were found to be electrically insulating. 

Despite obvious similarities to the well-investigated 
LaAlO3 / SrTiO3 interface, there are also 
considerable differences, as far as the structure of 
the parent compounds is concerned: While the 
polar insulator LaAlO3 crystallizes (as high 
temperature phase) in an ideal cubic perovskite 
lattice, DyScO3 is of the orthorhombic GdFeO3 
type (space group Pbnm). For the interface to the 
non-polar SrTiO3 this implies that good lattice 
matching is achieved when the (110) surface of 
DyScO3 is interfaced with a p(2x2) unit cell of the 
(001) surface of SrTiO3, while in the LaAlO3 case 
both (001) surfaces can be matched. These 
structural differences may lead to different 
stresses at the interfaces and influence the 
chemical composition of the interface layers. 

 

FIG. 1: Left: Relaxed structure of the DyScO3 / SrTiO3 
with cation intermixing at the interface showing (red) 
oxygen octahedra with Sc (green) or Ti (blue) atoms in 
the center and gray and golden spheres representing the 
Dy and Sr ions. On the right we show the LDOS grouped 
by layers of the supercell, using the same color code as 
for the atoms. The gray shaded area indicates the band 
gap estimated from the LDOS of each layer. 

To model the interfaces between DyScO3 and 
SrTiO3, we used supercells of m layers of DyO or 
ScO2 and n layers of SrO or TiO2. These 
structures, denoted shortly as (m,n) supercells, 
were then repeated periodically in the direction 
perpendicular to the interface. An in-plane p(2x2) 
unit cell with the lattice parameters of SrTiO3 is 
used. For the (7,5) supercell with non-
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stoichiometric interfaces [i.e. mixed (Dy,Sr)O and 
(ScTi)O2 layers] shown in Fig.1 (left) the whole 
structure contains 120 atoms. Plots of the local 
densities of states (LDOS) for this structure 
resolving the atoms in each layer are shown in the 
right panel of Fig. 1. Throughout the structure a 
bandgap of at least 1.9 eV is obtained, indicating 
again the insulating character of the interface. The 
insulating property of the structure is furthermore 
verified by inspection of the total DOS (not shown). 
This confirms the proposal that an off-
stoichiometry at the interface helps to avoid the 
formation of a two-dimensional electron gas at the 
interface of a polar to non-polar insulator.  

In comparison to the chemically mixed interfaces, 
shown in Fig.1, we also set up supercells with 
stoichiometric layers at the interface between 
DyScO3(110) and SrTiO3(100). The resulting (6,6) 
structure was again relaxed and from the 
displacements of the cations with respect to the 
oxygen atoms in each layer we identify oppositely 
oriented polarizations in the two materials: on 
average, the oxygen anions move closer to the 
DyO/TiO2 interface (nominally positively charged), 
while the cations relax towards the (nominally 
negative) ScO2/SrO interface. Since SrTiO3 is 
known as a highly polarizable material, the 
induced ionic polarization is larger in this material 
than in DyScO3. From the layer resolved densities 
of states (not shown) it can be concluded that 
similar to the mixed interfaces also at the 
interfaces with sharp boundaries no metallic layer 
is formed at the interface. A similar mechanism of 
induced polarization was also discussed for the 
LaAlO3 / SrTiO3 interface. This supports the idea 
that strontium titanate can screen extra charges 
appearing at a polar interface. HR-TEM measure-
ments actually confirmed the formation of cation / 
anion displacements around the interface [4]. We 
note here that this screening mechanism leads to 
a band insulator, in contrast to the Mott-insulating 
state. In our calculations, this can be realized by 
introducing strong correlation effects on the Ti 
atom that are not considered here. 

To compare the stability of the mixed and sharp 
interfaces, we also considered a system with eight 
layers of DyScO3 and four layers of SrTiO3, a (8,4) 
supercell. Again, all internal coordinates and the 
lattice constant perpendicular to the interface were 
relaxed. Now, the energy gained by intermixing 
can be written as 

 
 

i.e. we find that the intermixed interfaces are more 
stable than the sharp ones by 65 meV per p(1x1) 
in-plane unit cell. 

Up to now, we considered in the mixed interfaces 
a checkerboard ordering of the cations in the 
p(2x2) unit cell. Actually, due to the rotations and 
tiltings of the oxygen cages in the DyScO3 crystal 
structure, at the (110) interface an exchange of Dy 
and Sr atoms leads to a different interface 
structure with slightly lower energy (see Fig.2, 
black and orange boxes). Following this 

observation, we considered several other chemical 
ordering patters at the interface finding that a 
certain row-wise arrangement of the two different 
species gives the structural ground state. 

 

FIG. 2: Energetics of the cation ordering in the mixed 
(Dy,Sr)O layer: A checkerboard-ordering (black line) is 
65 meV more stable than separated Dy and Sr layers. 
However, row-wise ordering of the two chemical species 
can lead to a further gain in energy (green). The reason 
for this behavior can be seen from the DyScO3 structure 
(right) that accommodates ions of different size along 
distinct rows at the interface.  

This particular type of ordering is also confirmed 
by STEM images, where the buckling of the mixed 
(Dy,Sr)O layer is clearly seen (cf. our simulations 
in the right part of Fig.2).  Here, the matching of 
the different sizes of the Dy and Sr atoms and the 
DyScO3 crystal structure are responsible for 
observed chemical ordering. It should be noticed 
that this mechanism is not effective at the mixed 
(Sc,Ti)O2 interface, where the cations sit in rather 
rigid oxygen cages. 

Our results show that the electronic structure of 
oxide interface is highly sensitive to the exact 
structural details, the stoichiometry at the 
interface, the polarizability of the oxides and, 
therefore, to in-plane strain that might arise in 
multilayer systems. Despite the strong driving 
force to avoid delocalized charge carriers at the 
interface, this enormous sensitivity also offers the 
possibility to tune the electronic properties in a 
certain range.  

This work was supported by funding from the 
European Community’s Seventh Framework 
Programme (FP7/2007-2013) under grant 
agreement NMP3-LA-2010-246102. We gratefully 
acknowledge computing time from the Jülich 
supercomputing centre. 
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Ferroelectric thin films are attractive 
candidates for capacitors in random access 
memory (RAM), in which a reversible 
spontaneous polarization is utilized to store 
information. However, below a critical 
thickness, the ferroelectric property usually 
disappears. The origin of the vanishing of the 
polarization is generally believed to be the 
existence of the depolarization field at 
electrode-ferroelectric interfaces. Therefore, to 
understand these obstacles the analysis of the 
atomic arrangement and chemical composition 
at interfaces is essential. 

The Nb:SrTiO3/BaTiO3(7u.c.)/BaRuO3(1.5u.c.)/ 
SrRuO3 heterostructures were grown by pulsed 
laser deposition (PLD) technique. The specimens 
for TEM investigation were prepared by focused 
ion beam (FIB) sectioning. To reduce artifacts 
during the FIB preparation the specimen is finally 
cleaned using Ar-ion milling with 2 keV. 

To study the lattice distortions, sequential HAADF 
images are acquired and aligned by cross 
correlation with a reference frame selected from 
the sequence. A fast sequential acquisition in the 
scanning mode reduces the sample drift.  A sum of 
images after the drift correction suppresses scan 
noise. In Figure 1, the perfect drift corrected 
HAADF image of the ferroelectric heterostructure 
is shown.  The intensity of the HAADF image 
follows the Rutherford scattering model which is 
roughly proportional to Z2, where Z is the atomic 
number.  The HAADF image is therefore also 
referred to as Z-contrast image.  The HAADF 
image in Figure 1 shows clearly the Z-contrast 
dependence with the atomic number. Atomic 
columns of Ba (Z=56, red) appear brightest, 
followed by Ru (Z=44, pink), Sr (Z=38, yellow), Ti 
(Z=22, green) and O (Z=8, blue). Therefore, direct 
interpretation of the HAADF image is feasible.  

In Figure 2 the intensity of the HAADF image and 
lattice parameters are quantitatively analyzed by a 
peak finding algorithm using the Gaussian fitting 

 

(a) 

 

(b) 

Fig. 1: (a) the drift corrected HAADF image of the 
ferroelectric heterostructure along the [100] direction. (b) 
in-plane and out-of-plane lattice parameters of BaTiO3 
are indicated and a small shift of Ti column is visible.  

method. According to the intensity analysis in 
Figure 2 (a), 7 unit cells of BaTiO3 and 1.5 unit 
cells of BaRuO3 are verified.   
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Thin films of amorphous, non-stoichiometric 
hafnium oxide (HfO2-x) were synthesized by 
Pulsed Laser Deposition (PLD). During the 
deposition, gas atmospheres of O2, Ar and 
Ar/H2 were used. Electron Probe Micro 
Analysis (EPMA) and X-ray Photoelectron 
Spectroscopy (XPS) measurements show that 
films deposited in Ar or Ar/H2 are oxygen 
deficient, while films deposited in O2 are 
stoichiometric. X-ray Diffraction (XRD) of as-
prepared samples proofed them to be 
amorphous, while annealed films show signals 
of the monoclinic HfO2 phase. In-situ Quick-
scanning Extended X-ray Absorption Fine 
Structure (QEXAFS) measurements carried out 
at elevated temperatures up to 440 °C showed 
an increase in the Hf-Hf order. From the time-
resolved data the crystallization kinetics is 
extracted and analyzed using the Avrami 
model. 

Hafnium oxide is a promising candidate to replace 
SiO2 as a gate dielectric in metal-oxide-
semiconductor (MOS) transistors, as the 
downscaling of these devices gives rise to 
problems such as tunneling currents [1]. A way to 
avoid these tunneling currents is the use of a high-
 material, like HfO2 (  ~ 22-25) [2], as these 

materials enable the use of a thicker MOS layer, 
while maintaining the performance. Other 
advantages of HfO2 are the wide band gap (5.55-
5.7 eV) [1, 3] and the thermal stability with silicon 
[4]. Another application of hafnium oxide is the use 
in nonvolatile memory devices, where the resistive 
switching between states with low and high 
resistivity is important. For these applications, non-
stoichiometric HfO2-x is used, as for example Lee 
et al. [5] reported earlier. These two very different 
applications, one using hafnium oxide as an 
insulator, the other using it as a resistive switching 
material, hint at the large difference between 
stoichiometric and oxygen deficient hafnium oxide.  

Here we investigate amorphous HfO2-x films with 
varying stoichiometry x and analyze the structure 
and stability of these films. To further understand 
the kinetics of the crystallization, the films were 
examined during thermal treatment by means of 
time-resolved in-situ QEXAFS measurements. 

Thin films of hafnium oxide were prepared on 
amorphous SiO2 substrates at room temperature 
by PLD using a 248 nm KrF Excimer laser. A 

ceramic target was used, which was prepared 
from commercially available HfO2 powder through 
pressing and subsequent sintering. Before 
deposition, the chamber was evacuated to at least 
6.7á10-7 mbar. During the deposition a total 
pressure of 40.0á10-3 mbar of O2, Ar or a mixture of 
Ar and H2 was used. For all films, the laser energy 
was set to 200 mJ per shot with a total of 72000 
shots used per deposition. The target substrate 
distance was constantly kept at 50 mm. 

The stoichiometries of the samples were 
determined by EPMA and XPS measurements. 
The XPS measurements were first carried out on 
the surface of the sample and subsequently after 
sputtering with argon ions. As it is known that 
preferential sputtering of oxygen ions may occur, 
the bulk stoichiometries determined by XPS were 
corrected under the assumption that the film 
deposited in O2 is fully stoichiometric, which is in 
accordance with the EPMA results. Furthermore, 
stoichiometries were obtained from the Fourier 
transformed (FT) EXAFS spectra (see below). The 
resulting stoichiometries for all methods are given 
in Table 1 as ratios of O/Hf. 

Gas O2 Ar Ar/H2

EPMA 2.07(3) 1.83(2) 1.75(1) 
XPS 

surface
1.97(10) 1.94(10) 2.00(10) 

XPS 
bulk

2 1.9(1) 1.7(1) 

EXAFS 
1st shell fit

1.99(10) 1.87(11) 1.81(11) 

TABLE 1: O/Hf ratios of films deposited in different gas 
atmospheres. 

X-ray diffraction shows that all films are 
amorphous in the as-prepared state (not shown).  

The EXAFS measurements were carried out at 
beamline C of HASYLAB in Hamburg, Germany at 
the Hf LIII edge. First, spectra of films in the as-
prepared state were measured. In Fig. 2 the FT 
EXAFS spectra of films deposited in different 
atmospheres together with a reference spectrum 
of a sintered HfO2 powder sample are shown. It 
can be seen that the first peak, which correlates to 
the first shell, is almost unchanged in the films, 
while the second peak, correlating to the Hf-Hf 
distance is greatly diminished. This can be 
interpreted as an almost unchanged first 
coordination shell with missing long-range order. 
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FIG. 1: FT EXAFS spectra of amorphous HfO2-x films 
deposited in different gas atmospheres in the as-
prepared state. 

To determine the stoichiometry of the films, the 
first peaks (1.0-2.4 Å, R-space) of the FT EXAFS 
spectra were fitted with a structure model obtained 
from crystalline, monoclinic hafnium oxide 
(structural parameters taken from [6]). With this 
model, a total of seven oxygen atoms around the 
hafnium absorber atom are given. To obtain the 
coordination number the total occupancy of the 
seven scattering paths was fitted, while each 
individual path was given N/7 occupancy. If one 
assumes that Hf atoms in the amorphous film are 
sevenfold coordinated by oxygen, as in monoclinic 
HfO2, the stoichiometry can be calculated from the 
coordination number. 

The crystallization kinetics of the films was 
investigated by in situ, time-resolved QEXAFS 
measurements. Fig. 2 shows the FT EXAFS 
spectra of an HfO2 film deposited in O2 during 
crystallization at 370 °C. Below this temperature, 
no crystallization could be observed within two 
hours. The second peak in the spectra intensifies 
over time, which is an indicator for increasing 
crystallinity, as the increased order in the second 
shell may be due to a more narrowly defined range 
of Hf-Hf distances in the crystallized state. The FT 
transformed EXAFS spectra for films deposited in 
Ar and Ar/H2 were measured in the same way at 
430 °C and 440 °C. Qualitatively, they exhibit the 
same behavior (not shown). 

 

FIG. 2: In-situ FT EXAFS spectra of an HfO2 film 
deposited in oxygen atmosphere during crystallization. 

The FT EXAFS spectra were then fitted with a 
linear combination fit, where an amorphous and a 
crystalline EXAFS spectrum were used as 
references, to determine the crystalline phase 

fraction . Afterwards,  was plotted against time t 
and evaluated after the Avrami method [7] (see 
Fig. 3).  

 

FIG. 3: Crystallization kinetics of HfO2-x films deposited 
in different atmospheres obtained by a linear 
combination fit (symbols) and Avrami fits (solid lines). 

In Table 2, the results of the Avrami fits are 
summarized. 

Gas O2 Ar Ar/H2 

T / °C 370 430 440 

n 2.89(13) 2.03(10) 2.26(7) 

k / 10-3 min-1 4.12(5) 2.18(4) 2.78(3) 

TABLE 2: Avrami exponents n and rate constants k of 
HfO2-x films deposited in different gas atmospheres at 
temperatures T, as obtained from the Avrami model 

(t)=1-exp(-(k t)n). 

In summary, our investigations show that 
amorphous, highly non-stoichiometric HfO2-x films 
with x up to 0.25 can be prepared by PLD. The 
highly oxygen deficient films are stable up to 
temperatures of about 400 °C, which is important 
for resistive switching applications. The 
stoichiometric films are stable up to about 350 °C, 
which is of importance for gate dielectric 
applications. 

This work was financially supported by the DFG 
within the priority program SPP 1415. 
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By combining structural and chemical thin film 
analysis with detailed plume diagnostics and 
modeling of the laser plume dynamics, we are 
able to elucidate the different physical 
mechanisms determining the stoichiometry of 
the complex oxides model material SrTiO3 
(STO) during pulsed laser deposition. 
Deviations between thin film and target 
stoichiometry are basically a result of two 
effects, namely, incongruent ablation and 
preferential scattering of lighter ablated 
species during their motion towards the 
substrate in the O2 background gas. On the 
one hand, a progressive preferential ablation 
of the Ti species with increasing laser fluence 
leads to a regime of Ti-rich thin film growth at 
larger fluences.  On the other hand, in the low 
laser fluence regime, a more effective 
scattering of the lighter Ti plume species 
results in Sr rich films. 

Complex transition metal oxides exhibit a large 
variety of interesting physical properties 
comprising high temperature superconductivity, 
piezoelectricity, multiferroicity and redox-based 
resistive switching. Due to the strong impact of 
slight deviations from the ideal stoichiometry on 
the physical properties of oxide thin films and 
heterostructures, the understanding and precise 
control over the formation of vacancy defects is 
one of the key challenges for the oxide thin film 
growth community. Pulsed laser deposition (PLD) 
is the most widely spread method for the growth of 
complex oxides, since it has been generally 
assumed in the past that above a certain laser 
fluence threshold the target stoichiometry is 
properly transferred to the thin film. However, it 
has been demonstrated by several groups that the 
Sr/Ti ratio of homoepitaxially grown STO thin films 
strongly depends on the laser fluence, and that a 
stoichiometric transfer is only obtained for a 
certain laser fluence [1]. Nonetheless, the physical 
mechanisms underlying this phenomenon has not 
yet been clarified up to now. 

In order to to clarify the origin of this generally 
observed fluence dependence of the thin film 
composition for the model material STO, we 

carried out  systematic PLD growth conditions 
studies, where we combine the characterization of 
the STO plume with thin film chemical analysis via 
X-ray photoelectron emission spectroscopy (XPS).  

Figure 1 shows the deviation of the c-axis from the 
STO bulk value, c, as a function of the laser 
fluence, F, for three different values of the target to 
substrate distance, DTS, (40, 44 and 48 mm). As 
reported earlier [1], STO thin films exhibiting c-axis 
values of bulk STO can be regarded as 
stoichiometric, whereas thin films with expanded c-
axis exhibit a significant non-stoichiometry. Figure 
1 also exemplifies that at a given fluence, e.g. 
F=1.5 J/cm2, the films can be nearly stoichiometric 
(DTS=44mm) but also extremely non-stoichiometric 
with a Ti-rich (DTS =40mm) or a Sr-rich (DTS 
=48mm) composition, depending on the target-to-
substrate distance. This is an indication that time-
of flight effects have to be considered as origin of 
the observed non-stoichiometry. 

 

FIG. 1: c-axis expansion, c, of epitaxial STO thin films 
vs laser fluence, F, at three different target-to-substrate 
distances (DTS) grown at a substrate temperature 
TS=720°C in  0.2 mbar of oxygen background gas. The 
curves are visual guides. The orange squares mark the 
conditions for which XPS analyses of the thin films and of 
the corresponding ablation spots on the target were 
carried out. 

XPS analysis of the STO thin films and of the 
corresponding ablation spots on the STO target 
were carried out for three experimental conditions 
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marked by squares in figure 1, corresponding to 
DTS=40 mm and laser fluencies of 0.8, 1.1 and 1.7 
J/cm2. STO thin films which show no c-axis 
expansion have a Sr/Ti ratio of ~1. Films exhibiting 
a c-axis expansion reveal a Sr/Ti ratio 1. In 
particular, films grown at low laser fluence show a 
Sr-rich composition, while those grown at high 
laser fluence, exhibits a Sr/Ti ratio <1, i.e. a Ti-rich 
composition. Moreover, XPS analysis of the 
ablation spots revealed that the Sr/Ti ratio on the 
STO target increases with increasing laser 
fluence. This indicates a preferential ablation of Ti 
species from the target for higher laser fluencies 
leaving behind a Sr-rich STO surface. This 
unidirectional trend of the Sr/Ti ratio on the target, 
however, does not explain the observed variation 
of the film stoichiometry with the target-to-
substrate distance, at a fixed fluence (see Fig. 1), 
and the increase of the Sr/Ti ratio of the thin films 
deposited at 0.8 J/cm2.  

 
 
FIG. 2: (a) 2D images of the STO plume emission for 
three different values of the laser fluence, F, at three 
delays, , after the laser pulse. (b) Position-time R-  plots 
of the plume front for the three different values of the 
laser fluence of Fig.1(a). The solid lines are fits according 
to the expansion mode [2]. 

In order to further assess these issues, an analysis 
of the STO plume dynamics and composition was 
carried out, by using time-resolved optical 
spectroscopy of the expanding plume [1]. Fig. 2(a) 
reports single-shot images of the STO plume 
emission collected by an intensified-charge-
coupled device (ICCD), at three different fluences, 
and for three succeeding temporal delays, , after 

the laser pulse. In Fig. 2(a), each image is 
normalized to its own maximum intensity, to 
facilitate the comparison. From sequences of 
images such as those in Fig. 2(a), the temporal 
evolution of the plume front position, R, was 
obtained, and shown in Fig. 2(b). The solid curves 
in Fig. 2(b) are fits according to the plume 
propagation model. By reducing the fluence, the 
initial driving energy of the STO plume decreases, 
and the braking effect of the background gas 
correspondingly increases. Therefore, the plume is 
significantly braked, eventually stopping before 
reaching the substrate. In such a regime, the 
diffusion-like flow of the plume species towards the 
substrate can be significantly non-stoichiometric 
as a consequence of the collisional processes 
between ablated species and background gas 
molecules and the preferential scattering of the 
lighter Ti plume species. This explains the larger 
content of Sr observed in the STO thin films 
deposited at lower fluences, even if the nascent 
plume is stoichiometric. 

On the contrary, an increase of the laser fluence 
progressively reduces the background gas 
confinement, and the plume impacts on the 
substrate at earlier times (see Fig. 2). In such a 
condition, the plume composition is closer to that 
of the nascent plume observed at short distance 
from the target surface, i.e., a Ti-rich plume. At any 
fixed target-to-substrate distance, the intricate 
interplay between the progressive variation of the 
plume composition, due to the incongruent 
ablation of the STO target, and the transition from 
an halted to a progressively more free plume 
propagation, allows passing from Sr-rich to Ti-rich 
STO films, going from low to high fluence, with a 
stoichiometric deposition occurring at an 
intermediate fluence, as observed in Fig. 1.  

In the case of incongruent target ablation of 
complex oxides, as for STO, the results discussed 
above also indicate that, at a fixed oxygen 
background gas pressure, it is possible to 
compensate for a larger content of the lighter 
species in the nascent ablation plume (e.g. Ti in 
STO) by appropriately selecting the target-to-
substrate distance. Another approach could be to 
use an ablation target with an enriched content of 
the lighter species. Our findings are of general 
importance for the growth of complex oxides 
containing elements with significant difference in 
atomic weight, and they open up the way for a 
more defined control of the deposited thin film 
stoichiometry. 

This work was financially supported by the SFB 
917 “Nanoswitches” 
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Ferroelectric, translucent and heavily donor-
doped BaTiO3-ceramics with TiO2-excess were 
prepared by the conventional solid state route, 
processed by subsequent sintering and 
annealing at high partial pressures of oxygen. 
The resulting ceramics possess very high 
densities and a remarkably fine-grained 
microstructure. Under oxidizing conditions 
large amounts of the donor – in this case La – 
can be incorporated into the perovskite lattice 
during sintering. Electrons released from these 
donors are captured most probably by 
vacancies of titanium, acting as acceptors. The 
optical properties are largely determined by 
the defect chemistry and in particular by the 
concentration of free conducting electrons. 
Reducing the number of free electrons is 
thought to be the origin for the high degree of 
optical translucency. Normalized values of the 
optical transmittance reach or even exceed the 
best values reported so far for nano-crystalline 
chemically derived barium titanate thick films 
or ceramics, that partly have to be 
consolidated by pressure assisted techniques. 
In contrast to these examples reported in the 
literature, however, the electro-optical 
materials presented in here are fabricated by 
conventional ceramic technological methods 
and by exploiting the chemical principles of 
lattice disorder. 

Electronic ceramics based on the ferroelectric 
perovskite type compound BaTiO3 generally 
appear optically opaque, even though they have a 
rather large bandgap of approximately 3 eV. In the 
case of insulating acceptor-doped dielectric 
materials, as they are used in capacitor 
applications, BaTiO3 appears light yellow in color. 
Donor-doped semiconducting ceramics containing 
a large number of electrons in the conduction 
band, on the other hand, have a dark blue color, 
because the high concentrations of free electrons 
absorb the low frequency range of the spectrum of 
the visible light. For the realization of translucent 
ceramics based on BaTiO3 an ultrafine grained 
and highly dense microstructure with only little and 
extremely small residual pores represent 
unavoidable prerequisites to be met. In the past 
several attempts to reach this goal, including the 
use of nanocrystalline powders, deposited as thick 
films or consolidated to ultrafine grained and 

dense ceramics using pressure assisted 
techniques have been reported [1 – 4] (Table 1). In 
the present report a different approach has been 
followed. The possibility of preparing heavily 
donor-doped translucent ferroelectric ceramics on 
BaTiO3-basis exploiting the defect chemistry and 
the phenomenon of the so-called grain growth 
anomaly [5] has been examined on the basis of 
entirely conventional methods and tools of ceramic 
technology, avoiding any complicated or costly 
synthesis route for powder preparation and 
neglecting any consolidation technique other than 
natural and pressureless sintering. La-doped 
BaTiO3 ceramics powders with a donor 
concentration of either 1, 1.5 or 2 mol.%,  
containing a TiO2 excess of 0.5 mol.% were 
prepared by the usual solid state route. Compacts 
of these powders were then consolidated to 
translucent bulk ceramic pellets through sintering 
for 2 hours at 1350 °C under pure oxygen. 
Eventually an additional heat treatment for 30 
hours at 1000 °C equally in pure oxygen followed. 
Fig. 1 shows a representative example of the 
materials microstructure obtained.

 
FIG. 1 Microstructure of (Ba0.99La0.01)Ti1.005O3 sintered in 
pure oxygen at 1350 °C: (a) SEM-micrograph of a 
mechanochemically polished surface showing a fine 
grained dense matrix of barium titanate with a few large 
inclusions of the secondary Ti-rich phase Ba6Ti17O40. (b) 
Corresponding TEM-micrograph. The average grain-size 
amounts to a few hundreds of nm only.  

Characterization by XRD in combination with 
Rietveld refinements suggest that the donor added 
is largely dissolved in the crystal lattice of barium 
titanate under these preparation conditions and 
results in a considerable decrease of the 
tetragonal distortion of the unit cell expressed by 
the ratio of the lattice parameter c and a, c/a, down 
to approximately 1.0045 at a maximum La-
concentration of 2 mol.%. Recording the 
temperature dependence of the dielectric 
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permittivity revealed in a depression of the Curie-
temperature by around 50 K compared to pure 
barium titanate in the case of the highest La-
content of 2 mol.%.  Fig. 2 illustrates the optical 
properties of a ceramic containing such a high 
level of donor-doping. Defect chemically the 
incorporation of these high concentrations of La 
into the perovskite lattice and the expulsion of Ti 
resulting in the formation of Ti-vacancies can be 
expressed as follows: 

FIG. 2 Translucent 0.78 mm thick BaTiO3 ceramic pellet 
containing 2 mol.% of La-addition after sintering for             
2 hours at 1350 °C and subsequent annealing for 30 
hours at 1000 °C in pure oxygen. The nominal 
composition is (Ba0.99La0.02)Ti1.005O3. The white bar in the 
right bottom corner of this image indicates 10 mm in 
length.  

At an optical wavelength of 800 nm the normalized 
transmittance of the sample shown in figure 2 is as 
high as 21 %. Fig. 3 shows a comparison of as 
sintered ceramics with different La-contents for the 
whole electromagnetic spectrum up to 1300 nm. 

FIG. 3 Normalized optical transmittance tn in dependence 
of the optical wavelength  for BaTiO3 in the as sintered 
condition containing 1 to 2 mol.% La as donor. 

The best transmittance values are obtained for 1.0 
mol.% of La-doping. Further improvement can be 
achieved if samples with a high La-content above 
1 mol.% are additionally annealed in pure oxygen 
at 1000 °C for 30 hours. Impedance spectroscopic 
characterization then reveals that this heat 
treatment at high partial pressures of oxygen 
significantly increases resistivity obviously through 
the formation of additional metal vacancies
which trap free electrons. At an optical wavelength 
of 800 nm normalized values as high as 38 % 
could be realized. The presence of ferroelectric 
domains in the microstructure (fig. 1), reduced 
values of the tetragonality ratio c/a as well as 

measurements of the ferroelectric hysteresis and 
of the temperature dependence of the dielectric 
constant (Curie – Weiss behavior) clearly 
demonstrated the polar character of the 
translucent ceramics. The determination of the real 
and imaginary part of the refractive index after 
poling at a maximal field strength of 1.26 kV/mm 
and after subsequent thermal depolarization 
(annealing above the Curie-temperature) proved 
that the refractive index of the optically translucent 
ceramics can be switched by an electrical field, 
refer to fig. 4.  

FIG. 4 Wavelength dependence of the refractive index of 
translucent (Ba0.99La0.02)Ti1.005O3 in the poled und unpoled 
condition. 

A rigorous analysis of the wavelength dependence 
of the refractive indices in the polarized and 
depolarized condition showed that the optical 
refraction can be reasonably explained in the 
framework of the theory of a single oscillator 
model [6]. 
 

Morphology Powder / Process 
d 

[mm] 
t 

[%] 
tn 

[%] 
Ref.

Thick films Sol-Gel / Sintering 
0.34 16 0.5 [1]

0.20 32 0.3 [2]

Ceramics 

Oxalate / Hot pressing 1.07 22 24 [3]

Commercial / SPS 0.87 32 27 [4]

Solid state / Sintering in O2 0.76 38 28 * 

Table 1 Materials parameters regarding the 
measurements of the optical transmittance in relation to 
processing conditions for the present work (marked           
with *) in comparison to results from literature.[1]-[4] The 
optical transmittance t, and the values tn normalized with 
respect to the sample thickness d correspond to the ones 
determined at an optical wavelength =800 nm. 
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Structural Characterization of 
Resistively Switching Thin SrTiO3 Films 
by Grazing Incidence Small Angle 
X-ray Scattering  

O. Faley1, S. Stille1, R. Dittmann2, J. Perlich3, S.V. Roth3, R. Waser2,4, and  

U. Klemradt1 

1 II. Physikalisches Inst. B, RWTH Aachen University, Germany 
2 Peter Grünberg Institute-5, Forschungszentrum Jülich, Germany  
3 HASYLAB at DESY, Hamburg, Germany  
4 Institute of Materials in Electrical Engineering 2, RWTH Aachen University, Germany 

We investigated the grazing incidence small 
angle X-ray scattering (GISAXS) signature in 
metal-insulator-metal (MIM) memory cells with 
predicted conductive filaments that originate 
from migration of oxygen vacancies. Various 
electrode materials such as Pt, Ti and Al have 
been investigated with respect to their 
suitability for resistive switching, as well as 
their suitability for X-ray scattering methods. 
Measurements on samples with Ti electrodes 
show a clear signature of structures in the 
insulating layer. First 2D simulations indicate a 
tapered form of the filamentary structures. 

The understanding of the material properties is 
essential for the development of the next memory 
generation for information technology. Resistively 
switching oxides is a promising candidate for their 
change of the electrical resistance due to the 
change of valences in the contained cations [1]. 
This effect can be observed in many transition 
metal oxides like titanates [2], manganates [3, 4] 
and zirconates [5]. In SrTiO3, bipolar resistive 
switching was first observed around 12 years ago 
[2]. In our studies we use iron doped SrTiO3 
(Fe:STO) as the resistively switching material. 
Since SrTiO3 is well understood with respect to its 
structural and electronic properties, it provides a 
useful model system to obtain further insight into 
the physical mechanisms of resistive switching 
due to valence changes. The change in resistance 
originates from n-doping by introduction of oxygen 
vacancies. The switching is caused by voltage 
applied to the electrodes leading to a local 
electrochemical redox reaction and is 
accompanied by a massive migration of ions and 
anion vacancies along extended defects thus 
forming conductive filaments [6]. A subsequent 
change of the stoichiometry and a valence change 
of the cation sublattice lead to a resistance change 
at the electrode interface. Usually a first 
irreversible forming step is needed to form the 
filamentary structures [7, 8], however if reactive 
electrode materials are used no forming step may 
be necessary [9-11]. The detailed switching 
mechanisms are the subject of intense current 

research efforts [16]. However, the exact nature 
and the atomic and electronic structure of the 
conductive paths have not been clarified up to 
now. Grazing incidence small angle X-ray 
scattering (GISAXS) provides a suitable technique 
to resolve structures buried below the surface 
without destroying the sample. In essence, 
filaments in valence-change materials exhibit an 
electron density contrast of about 10-20 % with 
respect to the surrounding matrix and can thus be 
detected by small angle X-ray scattering. 
However, other scattering contributions (interfacial 
roughness, electrodes with heavy scatterers) 
easily mask the signal unless specific measures 
are taken. Recent experimental progress was 
achieved by Stille et al.  using Ti top electrodes for 
GISAXS experiments and numerical simulations to 
assess filament diameters and distances in 
Fe:STO films [12]. 

 

 
 

 

FIG. 1: (a) Sketch of the sample geometry. (b) Sketch of 
the geometry for GISAXS measurements. The electrodes 
have been arranged in arrays due to the large x-ray 
footprint under the small incidence angle of 0.7 °. The 
magnification glass shows an artist’s view of the 
conducting filaments under the electrode pads [12]. 

Memory cells in metal-insulator-metal (MIM) 
geometry have been studied by GISAXS at 
HASYLAB beamlines BW4 and P03. The sample 
geometry is sketched in Fig. 1(a). The metallically 
conductive Nb-doped SrTiO3 (Nb:STO) substrate 
is used as the bottom electrode. The 20 nm thick 
active layer, consisting of Fe:STO has been 
deposited by pulsed laser deposition. Pt, Ti and Al 
were used for the top electrodes so far with the 
efforts going into optimizing the use of light 
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materials like Ti and Al owing to their small 
scattering cross section for X-rays. The reactivity 
of Ti gives rise to forming-free memory devices, 
thus removing the necessity of a preceding 
forming step. The memory cells have been 
laterally patterned by optical lithography into long 
arrays of electrodes for the optimal coverage by 
the long footprint of the X-ray beam under the 
used grazing angle of 0.7° as shown in Fig. 1(b) 
[12]. 

Fig. 2(a) shows experimental results for the 
sample with 10 nm thick Ti electrodes. The 
oscillations in qz directions correspond to c.a. 
22 nm high structures which is in accordance with 
the thickness of the active Fe:STO layer. The 
lateral maxima show an offset by half a period in 
relation to central peaks. First 2D simulations as 
shown in Fig. 2(b) based on experimental data 
indicate that this GISAXS signature can only be 
caused by tapered structures as opposed to 
strictly vertical cylindrical structures as previously 
assumed.  

  
 
Fig. 2: (a) GISAXS pattern for a 5 nm Ti / 20 nm Fe:STO 
/ Nb:STO with filamentary structures [12]. (b) 2D 
simulation with IsGISAXS [15] based on cone-like form-
factor shows the half a period shift of the lateral maxima 
as seen in the measured data in (a).  
   

Further simulations were done using FitGISAXS 
[13] to investigate the lateral scattering by the 
layer interfaces and their contribution to the 
background in our measurements. Simulations 
show that the background dominates over the 
filamentary signature in samples with Pt 
electrodes, while the filamentary signature is 
dominant in samples with Ti electrodes. In 
samples with Al electrodes the lower absorption of 
Al compared to Ti leads to a higher intensity of the 
filamentary signal, however the high roughness of 
Al also leads to a higher background scattering 
[14].  

In conclusion, it can be stated that GISAXS is a 
useful characterization technique to gain novel 
insights into resistive switching in thin film devices. 
The GISAXS signature shows that electroforming 
results in the formation of filaments rather than a 
homogeneous modified material beneath the 
electrode and allows insight into the shape of the 
filaments. Information on the mean lateral size and 
distance of filamentary structures, not only at the 
surface but also inside the whole thin film, could 
be obtained. Therefore, GISAXS experiments are 
a powerful tool to provide essential contributions to 
the assessment of the ultimate scaling limits of 
future RRAM devices. 

The presented research is a part of the efforts of 
the Collaborative Research Group (SFB 917) on 
the topic of “Resistively Switching Chalcogenides 
for Future Electronics – Structure, Kinetics and 
Device Scalability” [16]. 
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Chemical insights into electroforming of 
resistive switching manganate 
heterostructures 
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Kobata4, K. Kobayashi4, G. Panaccione5, and R. Dittmann1 
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We have investigated the chemical changes 
induced during electroforming of resistive 
switching Pt/Ti/Pr0.5Ca0.5MnO3 (PCMO) /SrRuO3 
devices by hard X-ray photoelectron 
spectroscopy (HAXPES). We could 
demonstrate that the higher resistance state 
induced by electroforming of as-prepared 
devices is strictly correlated to the oxidation of 
the top electrode Ti layer through field-induced 
electromigration of oxygen ions. Conversely, 
the PCMO exhibits oxygen depletion and 
downward change of the chemical potential for 
both resistive states. In combination with 
impedance spectroscopy measurements we 
could conclude, that the main contributions to 
the resistance in the intial state and the 
electroformed  states are the reduced PCMO at 
the Ti electrode and the anisotropic n-p 
junction between the TiO2-x and PCMO, 
respectively. 

Besides a large variety of binary oxides, complex 
transition metal oxides, e.g. manganites titanates 
and zirconates, exhibit different resistance states 
at opposite polarities of electrical stimulation and 
could thereby be employed as resistance random 
access memory (RRAM) [1]. It has become widely 
accepted that this resistive switching in oxides is in 
most cases connected with a voltage-driven redox 
process. However, the current knowledge of the 
microscopic details of this redox-processes is very 
limited. Ti/PCMOdevices are very interesting from 
the circuit design point of view because, in 
contrast to most other resistive switching oxides, it 
was demonstrated that the high and low resistive 
state currents scale with the electrode area [1]. As 
a result of the use of non-noble metal Ti, an 
interface oxide layer is formed which in principle 
could also be directly involved in the switching 
effect. Therefore, a key question for this multilayer 
system is, which sublayers perform a valence 
change during electroforming and switching and 
how these chemical changes influence the 
electronic transport in the manganite 
heterostructures.  

In this work we have studied the influence of 
electroforming on the electronic structure of the Ti/ 

PCMO interface region by performing HAXPES 
measurements at the NIMS beamline at spring-8, 
which allows for the nondestructive study of buried 
interfaces. 

 

FIG. 1: (a) Schematic of the sample. For the HAXPES 
experiments a Pt layer thickness of 4nm and a Ti 
thickness of 7nm and 10nm are used; (b) The forming 
and the subsequent strong asymmetric switching 
hysteresis.  
 
The stack sequence of the Pt/Ti/PCMO/SrRuO3 
switching cells is sketched in Fig. 1(a). For this 
system a so called electroforming process occurs 
when a positive threshold voltage of the order of 8-
10 V is applied to the as-prepared system, (red 
curve in Fig.1(b)) leading to a raise of the 
resistance up to about one order of magnitude. 
After forming, the I-V curves exhibit a reversible 
hysteresis which is more pronounced in the 
negative branch (Fig. 1(b)). The core-level spectra 
for all the elements of interest of 
Pt/Ti/PCMO/SrRuO3 devices in the initial resistive 
state (IRS) and the high resistive electroformed 
(HRS) states are summarized in Fig. 2. Details 
about the performed measurements are described 
in Ref. [2]. The core levels spectra of all PCMO 
elements (figure 2 (b)-(e)) exhibit binding energy 
(BE) shifts with respect to the reference spectra of 
the bare materials. The core level shifts towards 
higher BE for Pr 3d, Ca 2p and towards lower BE 
for Mn 2p are identical for both resistive states, 
indicating that the main changes in the PCMO 
occur during the deposition of the Ti top electrode 
rather than during the electrical treatment. The 
lowering of the PCMO chemical potential at the 
Ti/PCMO boundary is the fingerprint of oxygen 
depletion inside the PCMO raising up the PCMO 
resistivity. The different sign of the Mn 2p BE shift 
results from the progressive change of the Mn4+ 
species to lower valence states (Mn3+) due to the  
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Area-Delay Metric Optimization for 
Hybrid RS/CMOS Memories based on 
Passive Nanoelectronic Crossbars 

Q. Wang, A. Heittmann, T.G. Noll 

Electrical Engineering and Computer Systems, RWTH Aachen University, Germany  
 
An area-delay metric (AT) of hybrid resistive- 
switches/CMOS memory architectures with 
small storage capacity is discussed. The 
proposed memory circuit is modeled by a 
passive nanoelectronic crossbar comprising 
electrochemical metallization cells (ECM) as 
memory elements  Additionally, CMOS circuits 
are included at the periphery of the passive 
crossbar which provide appropriate voltage 
levels for robust write and read operations. For 
specific memory configurations as well as 
particular values for the low resistive state 
(LRS) or the ECM cells the driving capabilities 
of the peripheral circuits are optimized by 
consideration of the overall circuit area and the 
delay of the read operation. Additionally, 
boundary conditions were considered with 
respect for a maximum allowed read margin 
loss as well as a maximum allowed loss of the 
effective write voltage which is required to 
tune the state of the ECM cell. Since the 
dominating parasitic capacitances determining 
the read speed are a function of the 
transistors’ driving capabilities (and hence of 
the circuit area), the AT tradeoff can be 
optimized for given values of the LRS. The 
optimization of the CMOS periphery was done 
for a 40-nm CMOS technology, and especially 
in regard to the physical properties of ECM 
cells. The evaluation of the AT-tradeoff finally 
shows that the exploitation of the area benefit 
of ECM cells is directly linked with an increase 
of the read latency.  

The outstanding scaling potential as well as a high 
storage density designates nanoelectronic 
resistive switches (RS) as promising candidates to 
substitute conventional storage devices in future 
integrated circuits [1]. However, due to the 
passiveness of RS their application requires 
additional active circuits for signal amplification, 
signal recovery, and selection. Consequently, 
prospective circuit architectures comprising RS as 
storage elements will be hybrid ones, e.g. 
including CMOS circuits which provide the active 
circuit parts. In order to exploit the full potential of 
RS devices the joint interaction between RS and 
active CMOS has to be considered. Particular 
interactions for instance are coming up during the 
programming of RS when a specific voltage-
current profile has to be delivered in order to set 
either the low resistive state (LRS) or the high 
resistive state (HRS) of an RS in a defined way. 

Also, the read operation requires well-defined 
voltage-current profiles delivered from the 
periphery in order to maximize the read margin 
and to guarantee sufficiently low bit error rates. In 
order to derive a reasonable area-delay (AT) 
metric for scaled hybrid RS/CMOS memory arrays 
both factors (reliable read operation, reliable write 
operation) were set as boundary condition for the 
circuit optimization.  

 
Figure 1: Architecture of a memory block (MB) which is 
based on a passive crossbar comprising resistive 
switches.  

The analyzed architecture of an RS-based 
memory block (MB) is shown in Fig.1. The MB 
consists of a passive crossbar (pCB) with m word 
lines and n bit lines comprising M=nxm ECM 
memory cells (cf. Fig. 2a) in total. During a read 
operation, i.e. the circuit maps the address input 
onto an output bit, some address bits are used to 
select appropriate voltage levels for the word lines 
via the X-decoder. The remaining address bits are 
used to select a particular bit line via a 
demultiplexer. After an architecture-dependent 
delay, the voltage Vcore is equal to the voltage level 
obtained at the selected bit line. The voltage Vcore 
represents the associated logic state and is 
transformed via the sense amplifier to a full-swing 
output signal.   

Figure 2: a. ECM characteristics with set voltage Vth1 and 
reset voltage Vth2. b. equivalent circuit for setting Gij to 
Ron (LRS) 
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Figure 3: a. pCB with driver circuits DX, DY, and 
demultiplexer. b. circuit implementation of DX and DY. c. 
voltage levels of the supply lines for read and write 
operation. VDD=VP=0.9V, VR=0.2V 

In order to comply with the electrical requirements 
for ECM cells particular driver circuits are added at 
the crossbar periphery (cf. Fig. 3). For particular 
memory capacities M (here: 16 bit, 32 bit, and 64 
bit) and partitioning into different sets of word lines 
m and bit lines n optimal decoder circuits and 
demultiplexer circuits were derived and 
characterized with regard to area and latency 
(note: a 40 nm CMOS technology was assumed 
here). Additionally, the driver circuits DX and DY 
(cf. Fig. 3) were optimized. Due to the (almost) 
linear I-V characteristics of ECM cells [3] parasitic 
sneak paths complicate the analysis. By numerical 
optimization lower bounds for the required 
transistor conductances (cf. Fig.2b and Fig.4a) 
were derived in respect to the ON-resistance of 
the RS and in respect to different array 
configurations. Based on the transistor sizes as 
well as based on a interconnect model parasitic 
capacitances were determined which allowed for 
the analysis of the read latency. The definition of 
resonable boundary conditions for the write 
operation ended up in an effective allowed write 
voltage loss of fractions of the temperature voltage 
VT=kBT/q (kB: Boltzmann constant, T: temperature, 
q: elementary charge). For the read operation, the 
maximum allowed read margin loss (cf. Fig. 4b) 
was set to fractions of VR/2m (VR: read voltage).  

 

Figure 4: a. word line configuration for accessing Gij. b. 
sense amplifier transfer characteristics (the red curve), 
worst case core voltage and signal margins Vm1 (reading 
a one) and Vm0 (reading a zero) and margin loss V0, V1 

The optimization results are shown in Fig.5. For 
different ON-resistances the optimization of the AT 
metric results in a specific total circuit core area 
(including drivers, decoders, and demultiplexer) as 
well as an associated delay. Architectures with a 
larger number of word lines show clear benefits in 
regard to read latency at a given core area. Also 
architectures with higher storage capacity clearly 
provide a better area efficiency (taking the 

effective area per bit as metric) compared to low 
capacity arrays.  

Figure 5: Effective area per bit in relation to F2 (F: 
lithographic resolution) for different array configuration, b. 
Minimum On-resistance RON 

Finally, reasonable (recommended) values for the 
ON-resistance of ECM cells have to be chosen 
above 100k . The main limiting factor under worst 
case conditions is the presence of sneak paths [4] 
and the necessity to deliver high currents to the 
passive crossbar. 
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Nanobatteries inside Redox-Based 
Memristive Elements 

I. Valov1, E. Linn2, S. Tappertzhofen2, S. Schmelzer2, J. van den Hurk2, F. 
Lentz1, and R. Waser1,2 

1 Peter Grünberg Institut-7, Forschungszentrum Jülich, Germany  
2 Institut für Werkstoffe der Elektrotechnik 2, RWTH Aachen University, Germany 
 
Being theoretically proposed by Leon Chua in 
1971 [1], memristors are known to be the 
missing fourth basic circuit element. While 
they are still missing today, the much more 
general ´memristive device´ introduced in 1976 
has recently been linked to nanoscale redox-
based resistive memory cells (ReRAMs). These 
devices are studied for their potentially 
promising energy-efficient memory and 
neuromorphic logic applications. However, the 
model of memristive devices is based on a 
hysteresis current/voltage loop, pinched at the 
origin. Here we show that operation of these 
devices inherently results in the generation of 
non-equilibrium states similar to processes in 
batteries violating the existing theory. 

On the way towards further integration of memory 
and logic devices new technological approaches 
beyond the conventional von Neumann 
architecture are in the scope of nanoelectronics 
research. The ReRAM is considered as one of the 
most ambitious concepts to overcome the current 
limitations of state-of-the-art FLASH technology 
due to the prospect of high scalability to a nearly 
atomic level, fast access times and low power 
consumption [2]. In ReRAMs resistance transition 
can be achieved by voltage or current pulses and 
nanoionic driven redox reactions have been 
unveiled as the underlying mechanism [3]. For 
device fabrication typically transition metal-oxides 
(such as SrTiO3 or Ta2O5) sandwiched between 
electrodes with a low and a high oxygen affinity (e. 
g. TiN and Ti) are used in the case of ReRAMs 
based on the valence change mechanism (VCM). 
Here, the switching mechanism is attributed to the 
drift of oxygen vacancies. Another type of ReRAM 
cells, so called electrochemical metallization 
(ECM) cells, is based on the electrochemical 
growth and dissolution of a metal filament within 
an insulating but (on the nanoscale) ion 
conducting thin film (eg. SiO2, GeSx or AgI). In 
these cells, electrochemically active metals such 
as Ag or Cu as active electrode and Pt or TiN as 
inert electrode are used. 

Recently, ReRAM cells were identified as 
memristive devices [4]. This circuit element is a 
passive non-linear two-terminal device relating the 
voltage V(t) and the current I(t) by a conductance 
G(x,V) which depends on an internal state variable 
x:  

 ,I t G x V V t    (1) 

 
In order to represent ReRAM cells, memristive 
devices are supposed to fulfil certain requriements 
such as a state variable x which is compositional 
and shows limited upper and lower values. 

A fingerprint of memristors and memristive devices 
is the existence of a zerocrossing hysteresis loop 
based on eq. (1). In our study we show that during 
device operation of redox-based resistive switches 
ion concentration gradients are repeatedly 
generated resulting in non-equilibrium states and 
the formation of an electromotive force (emf 
voltage) [5]. This leads to a non-zerocrossing 
hysteresis loop inconsistent with the existing 
theory of memristive devices. Moreover, the 
observed processes are of high practical interest 
and may explain hitherto unsolved questions of the 
resistive switching effect. 

 

 
Fig. 1: Resistive switching of a Cu/SiO2/Pt ECM-type cell. 
For readability labels are shown indicating the switching 
direction. The zoom clearly reveals the non-pinched 
hysteresis. 
 
Resistive switching of a Cu/SiO2/Pt cell is shown 
as an example in Fig. 1. The zoom clearly reveals 
the non-pinched hysteresis characteristic. For 
switching to the ON state, anodic oxidation of the 
Cu electrode takes place first and subsequently 
the oxidized Cuz+ ions (with charge number z) are 
reduced at the Pt electrode forming a nanoscale 
Cu filament short circuiting both electrodes. After 
RESET to the OFF state (dissolution of the 
filament) the concentration gradient of ions still 
exists. We found three factors depicted in Fig. 2 
which result in non-equilibrium states during 
device operation and thus the generation of an 
emf voltage: (1) the Nernst potential (Fig. 2a), (2) 
the diffusion potential (Fig. 2b) and (3) the Gibbs-
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Thomson potential (Fig. 2c). When the cell is 
programmed to a metallic ON state no emf can be 
measured due to the short circuit. However, the 
driving force for the emf still remains and may lead 
to internal changes also in the ON state. 

 
 
Fig. 2: Three factors resulting in the generation of an 
electromotive force: (a) Nernst potential, (b) diffusion 
potential and (c) the Gibbs-Thomson-Effect. Depending 
on the particular system at least one of these non-
equilibrium states is repeatedly induced during device 
operation.  
 
Emf voltages of various material systems for ECM- 
and VCM-type ReRAM cells have been measured 
as shown in Fig. 3. The measureable emf VCell 
strongly depends on the electronic partial 
conductivity. VCM cells show typically a much 
higher electronic than ionic partial conductivity 
compared to ECM cells resulting in a lower 
absolute value of the measureable cell voltage. 
We also performed short circuit current 
measurements (V = 0) after RESET. The overall 
charge is about three orders of magnitude larger 
than the dielectric capacitance charge, again 
confirming the nanobattery effect.  

Based on the measurements and electrochemical 
theory discussed in our work we present a 
modified model which we call “extended 

memristive device” and which is an active circuit 
element and accounts for the electromotive force. 

 
Fig. 3: Typical cell voltage values for various material 
systems covering both ECM- and VCM-type resistive 
switches.  

 
 
Fig. 4: (a) Equivalent circuit representing the extended 
model of memristive devices which accounts for the 
nanobattery effect. (b) Simulation results based on the 
circuit model in (a). 
 
The equivalent circuit model of our extended 
model is shown in Fig. 4a. In contrast to the 
existing theory, the ionic current path Ri(V) is 
separated in parallel from the controlled electronic 
device resistance Rel(x,V) (x is the state variable). 
Moreover, the ionic current path can be 
considered a nanobattery representing the emf. 
The simulation results (for Cu/SiO2/Pt as an 
example) are depicted in Fig. 4b and fit well to our 
measurement shown in Fig. 1. 
________________________________________ 
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Atomic Manipulation of Electrochemical 
Interfaces for Resistive Switching  
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Hasegawa3, G. Staikov1, M. Aono3, and R. Waser1,2 
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2 Institut für Werkstoffe der Elektrotechnik 2, RWTH Aachen University, Germany  
3 National Institute of Materials Science (WPI-MANA), Tsukuba, Japan 
4 Institute of Theoretical Chemistry, University of Bonn, Germany 
 
Electrochemical equilibrium and the transfer of 
mass and charge through interfaces at atomic 
scale are of a fundamental importance for the 
microscopic understanding of elementary 
physicochemical processes.  Approaching 
atomic dimensions, phase instabilities and 
instrumentation limits restrict the resolution. 
Here we show an ultimate lateral, mass and 
charge resolution during electrochemical Ag 
phase formation at the surface of RbAg4I5 

superionic conductor thin films. We demon- 

strate that Ag critical nucleus formation is rate 
limiting. Our approach is crucial to elucidate 
the mechanism of atomic switches and 
highlights the possibility of extending this 
method to a variety of other electrochemical 
systems [1]. 

The ability to control at the atomic scale the 
physicochemical properties of surfaces is of 
primary interest for a wide range of fields, 
including energy conversion, nanoelectronics and 
information technology, and nanoionics [2].  

An electrochemically formed new phase consisting 
of a few to some tens of atoms in contact with 
foreign substrate is expected to be thermo-
dynamically instable (as far it can be physically 
defined as a phase). The charge, transferred in the 
elementary act(s) cannot exceed these tens of e– 
which is beyond the sensitivity limits of modern 
instrumentation. An uncertainty is additionally 
introduced by the fact that the well-defined 
macroscopic quantities are averaged and even 
single crystalline substrates show local structural 
defects leading to microscopic inhomogeneities of 
the material properties. Therefore, the atomically 
resolved measurements of electrochemical 
processes require a high precision in detecting 
mass and charge flow, a stabilisation of 
thermodynamically meta-stable clusters of few 
atoms and knowledge of the local atomic structure 
and topography.  

Despite that scanning tunnelling microscope 
(STM) provides atomic resolution and an ability to 
manipulate surfaces, no reports can be found on 
STM measurements of superionic conducting solid 
electrolytes. The reason is the poor electronic 
conductivity of this class of materials suppressing 
the quantum mechanical tunnelling required by 
STM. However, mixed electronic-ionic conducting 
solids with prevailing electronic conductivity were 

the subject of STM experiments and lead to the 
development of the concept of the atomic switch 
demonstrating the ultimate scalability of the cation 
based resistive switching memories and the 
memristive systems.  

The so-called ´atomic switch´ is based on 
electrochemical surface reaction of formation and 
dissolution, respectively, of nano-sized metallic 
cluster of Ag or Cu upon applying a short voltage 
pulse in the vacuum gap between STM tip and a 
mixed electronic/ionic conducting solid, e.g. Ag2+ S 
and Cu2+ S. It has been introduced by Terabe et 
al. [3] and was further developed as a technique to 
manipulate the resistance in the tunnel gap, where 
attempts have been made to elucidate the detailed 
mechanism of the atomic switch [4].  

The kinetics of the electrochemical formation of 
the small cluster (new phase) can be limited by the 
electron charge transfer or by the statistical 
process of (re)arrangement of the deposited atoms 
in an energetically stable configuration, i.e. the 
formation of a critical nucleus. If the number of 
atoms (Nc) constituting the critical nucleus is lower 
than approximately 20, the thermodynamics and 
kinetics of the cluster is given by the atomistic 
theory of nucleation, accounting for the discrete 
character of the system.  

Once formed, the nucleus may further grow 
establishing a single atomic contact to the STM tip 
(Fig. 1). This mechanical contact stabilises 
thermodynamically the cluster and the tip-sample 
distance, the number of the atoms in the cluster, 
the partial charge used in the redox process, and 
the Faraday efficiency can be estimated. 

 
Fig. 1: Nucleation and resistive switching in 
RbAg4I5based atomic switch. 
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An applied voltage shifts the Fermi level of the 
STM tip relative to the sample (

F ( tip)E e ) 

and an effective tunnelling current is induced.  

Electrons arriving at the RbAg4I5 surface with 
energy lower than the Fermi energy of the redox 

reaction (1), i.e., +

F F(Ag /Ag)E E  can only tunnel 

but cannot contribute to the electrochemical 
reaction. After achieving the energy level of 

+

F F(Ag /Ag)E E the tunnel electrons can 

overcome the energy barrier for the Ag+/Ag redox 
reaction. Thus, at +

F F (Ag /Ag)E E we performed 

the STM imaging and at +

F F (Ag /Ag)E E we 

performed electrochemical measurements of the 
reaction kinetics. 

Fig. 2 shows for the first time atomically resolved 
STM images of superionic solid electrolyte. 

 
 
Fig. 2: STM images of initial state of the surface (a) and 
after the formation of the Ag nucleus (b). In (c) and (d) an 
atomically resolved STM image is presented.  
 
Next, the initial stages of Ag cluster formation were 
studied by applying a negative voltage to the STM 
tip according to: 

+

F F(tip) (Ag /Ag)E e E  

Due to the specifics of the system no steady state 
measurements can be performed but only rather 
short voltage pulse experiments. Applying a 
negative voltage pulse, a switching event occurs 
(short circuiting the vacuum gap) in times ranging 
between some ms and ns, with switching times ts 
being exponentially dependent on the value of the 
applied potential.  

We unequivocally relate the short circuiting of the 
tunnel gap to a formation of an Ag nucleus 
induced by the electrochemical reaction given by 
equation (1). The elementary steps of formation of 
one or few Ag atoms at the RbAg4I5 surface 
represent an electrochemical reaction limited by 
the initial stage(s) of the formation of a new phase 
(Ag) on a foreign substrate i.e., the nucleation. The 
nucleation time tn / s is given in accordance to the 
atomistic model for electrocrystallisation:  

0

( )
exp c

s

N e
t t

kT
  (1) 

As shown in Fig. 3 two linear regions can be 
distinguished - Region 1 between –75 mV and –
300 mV and Region 2 between –300 mV and –600 
mV. The corresponding reciprocal slopes were 
calculated to be b1 = 21 mV and b2 = 125 mV. In 
Region 1 we found Nc = 1 and in Region 2 Nc = 0. 
Nc = 1 has the physical meaning that each atom of 
Ag created at the RbAg4I5 surface can be 
considered as a nucleus of the new phase, and Nc 
= 0 means that an empty nucleation site acts as a 
critical nucleus and the single created Ag atom 
represents a supercritical cluster of the new 
phase. 

 
Fig. 3: (a) Dependence of the switching time ts (a) on the 
applied voltage for T = 300 K, and (b) on the temperature 
at two constant voltages. 
 
The activation energy of the nucleation process (~ 
1 eV) was obtained from the temperature 
dependence of the switching time. 

In this study we offer an alternative approach for 
studying electrochemical reactions on a 
microscopic level with an ultimate lateral, mass 
and charge resolutions based on the atomic switch 
concept. We demonstrate that the very initial stage 
of an electrochemically driven formation of a new 
phase is limited by the critical nucleus formation. 

We suggest the possibility of extending our 
method to other solid- and liquid-based ionic 
conductors which are used in sensors, fuel cells, 
and catalysts. 
________________________________________ 
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Versatile scanning tunneling 
microscopy with 120 ps time resolution 

C. Saunus, J. R. Bindel, M. Pratzer, and M. Morgenstern 

II. Institute of Physics, RWTH Aachen University, Germany  

We describe a fully ultra-high vacuum 
compatible scanning tunneling microscope 
(STM) optimized for radiofrequency signals. It 
includes in-situ exchangeable tips adapted to 
high frequency cabling and a standard sample 
holder, which offers access to the whole range 
of samples typically investigated by STM. We 
demonstrate a time resolution of 120 ps by 
using the nonlinear I(V)-characteristic of the 
surface of highly oriented pyrolithic graphite 
(HOPG). We provide atomically resolved 
images in pulse mode related to a spatially 
varying nonlinearity of the local density of 
states of the sample, thus, demonstrating the 
possible spatial resolution of the instrument in 
pulse mode. 

It is very complex to combine the unmatched 
spatial resolution of an STM with a high time 
resolution, since the measurement bandwidth of 
common high-gain current amplifiers does typically 
not exceed a few kilohertz at a sufficient noise 
level. In order to overcome these limits, Nunes and 
Freeman combined an STM with the pump-probe 
technique known from time resolved optical 
probing and demonstrated 20 ps time resolution 
combined with 1 nm spatial resolution.[1,2] Their 
high temporal resolution relies on the careful 
guiding of the voltage pulses on the sample 
towards the tunneling junction by the use of 
impedance matched transmission lines. Thus, their 
approach is not versatile with respect to sample 
preparation. Recently, S. Loth et al. detected 
electron-spin relaxation with atomic resolution 
using an all-electrical pump-probe scheme and a 
standard, thus, versatile STM system.[3] In their 
work the shortest measured relaxation times were 
50 ns using a probe pulse width of 100 ns.

Here, we present a home-built STM head using 
radio-frequency (RF) optimized tips, which 
achieves a time resolution of 120 ps while 
maintaining atomic resolution. While the presented 
experiments are performed at ambient conditions, 
the STM is fully compatible with ultra-high vacuum 
(UHV), low temperature (5 K) and high magnetic 
fields since only slightly modified with respect to 
established designs.[4] Tunneling tips and 
samples are exchangeable in-situ and the sample 
holder is identical to that used for conventional 
STM giving full access to the plethora of known 
UHV sample preparation methods as well as 
coating of the tip by ferromagnetic or anti-
ferromagnetic materials for the purpose of spin-
polarized STM. To optimize the radio frequency 
response of the microscope, the tunneling voltage 
is guided towards the tip by an RF-coaxial cable 

with cut-off frequency f-3 db = 18 GHz. Applying the 
voltage to the tip rather than the sample avoids 
complex RF-optimized sample designs as long as 
the sample is well grounded capacitively. To allow 
in-situ tip exchange, the coaxial cable is 
terminated by an SMP type coaxial plug, which is 
fixed to the back of the microscope body. The 
counter jack is mounted on a modified standard tip 
carrier with the short tunneling tip (2 mm) glued to 
the center conductor of the jack. The whole tip 
assembly can be exchanged as plug-in board in-
situ using a wobble stick. 

 

FIG. 1: Setup scheme for pulsed STM measurements, 
indicating the tunneling voltage generation by PPG and 
STM electronics, the RF coaxial connection to the tip and 
the current analysis by STM electronics and lock-in 
amplifier. For pulse superposition measurements (Fig. 2) 
the lock-in output is displayed as a function of pump-
probe delay. 

The pulse measurement setup is shown in Fig. 1 
consisting of a pulse pattern generator (PPG) and 
a lock-in amplifier. The PPG has two independent 
output channels which provide voltage pulses of 
up to 2 V at 50  and a full width at half maximum 
(FWHM) measured to go down to 120 ps 
(nominally 100 ps). The channels can be internally 
delayed and are summed by a resistive power 
combiner at the output of the PPG. A second 
power combiner adds the bias voltage of the STM 
electronics to the voltage pulses before the signal 
is guided to the tunneling tip by the RF cable. The 
resulting tunneling current is first amplified by 
109 V/A at a bandwidth of 1 kHz and then analyzed 
by the feedback electronics and the lock-in 
amplifier simultaneously. In pulse STM operation, 
the PPG sends two continuous pulse trains, a 
“pump” pulse train and a delayed “probe” pulse 
train, to the junction. The time delay between the 
two can be swept to scan the time evolution of a 
signal. To enable lock-in detection, the time delay 
is modulated with a fixed reference frequency 
around the time delay of interest to allow lock-in 



JARA-FIT Annual Report 2012 
 

130 

detection. The lock-in amplifier displays a value 
proportional to the average excess current 
generated by the probe pulses at the time delay of 
interest. 

 

FIG. 2: A. Voltage pulse train generated by the PPG 
combined with the DC bias as measured by 50  
oscilloscope. B. Lock-in output Vlock-in as a function of t 
for an HOPG sample and a PtIr tip. The inset shows the 
measured I(V)-characteristic. 

The time resolution of a pump-probe measurement 
is limited by the width of the voltage pulses directly 
at the tunneling junction.[1] It cannot be measured 
directly by an oscilloscope without affecting the 
voltage drop across the junction. Thus, one has to 
use a different approach. Figure 2(b) shows the 
result of a pulse superposition measurement on 
HOPG under ambient conditions. The acquired 
lock-in voltage Vlock-in is shown as a function of the 
time delay t between the two pulse trains. The 
pulses as measured by an oscilloscope directly 
connected to the second power combiner (see Fig. 
1) are displayed in Fig. 2(a). They have a full width 
at half maximum (FWHM) of 120 ps and an 
amplitude of 121 mV (nominally 2 V) at the 50  
input impedance of the oscilloscope. The voltage 
amplitude at the tunneling junction is nearly twice 
as large due to its ~G  impedance. 

The tunneling junction consists of a PtIr tip above 
a flat HOPG terrace produced by cleavage. The tip 
is stabilized at a bias voltage of Vbias = 54 mV and 
a tunneling current of Iset = 500 pA in order to 
characterize the junction by the I(V)-curve shown 
in the inset of Fig. 2(b). The current rises non-
linearly with increasing voltage, i.e. I(V) offers a 
positive curvature. Then, the PPG output is 
enabled and the lock-in value is recorded during a 
time delay sweep. The non-linear I(V)-
characteristic of HOPG leads to a gain in average 
current per cycle when pump and probe pulses 
start to overlap ( t 0) as seen in Fig. 2(b).[1] 
Since the average current of separated pulses is 
subtracted by the lock-in amplifier, Fig. 2(b) only 
shows contributions from the excess current which 
approaches 0 at low and high time delays 
( t ±1.5 ns). A parameter free simulation of the 
expected lock-in output (solid curve in Fig. 2(b)) 
using the recorded pulse train out of Fig. 2(a) and 
the measured I(V)-curve from the inset of Fig. 2(b) 
exhibits excellent agreement with the measured 

data in the region of overlap. Hence, we deduce 
that the voltage pulses at the tunneling junction 
are nearly identical to the ones provided by the 
PPG, respectively, we establish a time resolution 
of 120 ps. 

 

FIG. 3: A. 8.6 nm x 8.6 nm constant-current image of 
HOPG with atomic resolution. B,C. Simultaneously 
acquired lock-in data using time delays t as marked. 

Finally, we demonstrate atomic resolution in 
pulsed mode. Therefore, we image an 8.6 nm x 
8.6 nm area of HOPG (Fig. 3(a)) and 
simultaneously acquire the lock-in output in PPG 
mode as a measure of the local non-linearity of the 
I(V)-curve. Figures 3(b) and 3(c) show lock-in 
images on the same position with a fixed time 
delay of t = 0 ps and t = 120 ps using pulses of a 
measured width of 133 ps and a pulse height at 
the junction of 307 mV. Pulse image 3(b) shows 
atomic contrast in the real space image with a 
visibility of 5 % while the contrast disappears at 
120 ps (Fig 3(c)), where the pulses hardly overlap. 
This result becomes even more striking within the 
autocorrelation images (insets), which exhibit 
atomic rows at t = 0 ps, but not at t = 120 ps. 
Thus, the applied voltage pulses probe at an 
atomic scale and there is no obvious reason that 
this would change for really time-varying signals. 
We can conclude that we probe the curvature of 
the I(V)-curve, which is directly linked to the local 
density of states, at 120 ps time resolution. 

In conclusion, a home built RF-STM is presented, 
where the tip is directly connected to an RF-cable 
with 18 GHz bandwidth. We demonstrate time 
resolution of 120 ps while maintaining atomic 
resolution in pulsed mode. While the 
measurements where performed at ambient 
conditions, the STM is compatible with UHV, low 
temperature, and magnetic field. Importantly, the 
spatiotemporal resolution is achieved without any 
additional restrictions to the sample with respect to 
standard STM, thus giving atomically resolved 
access, e.g., to charge carrier dynamics or 
mechanical motion of nano membranes.[5] 

We acknowledge financial support from the DFG 
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High-sensitivity SQUIDs with dispersive 
readout for scanning microscopy 
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In a scanning SQUID microscope, the high 
magnetic flux sensitivity of a SQUID is utilized 
to image magnetic properties of sample 
surfaces. So far, DC-SQUIDs have been widely 
used for this task. As an alternative, we 
present Nb SQUIDs for scanning with 
dispersive microwave readout, featuring a 
higher bandwidth and sensitivity. An on-chip 
shunt capacitor in parallel with the junction 
and flux pickup loops forms an LC resonator 
whose resonance frequency depends on the 
flux in the SQUID. The microwave-readout 
utilizes a phase-sensitive detection of the 
reflected drive signal at the SQUID’s resonance 
frequency. 

Scanning SQUID microscopy has been used 
successfully for a wide range of applications 
ranging from nondestructive material examination 
over materials physics studies to fundamental 
experiments in mesoscopic physics. Compared to 
other magnetic imaging techniques, the strengths 
of SQUID sensors lie in the (relatively) non-
invasive measurements, high sensitivity, and a 
quantitative signal. Furthermore, field coils 
integrated in the sensor can be used for 
susceptibility and magnetic response 
measurements. Magnetic images are obtained by 
moving the sensor over the sample surface. By 
placing the sensor in vacuum directly above the 
sample, a spatial resolution in the micrometer 
range can be achieved. It is also possible to place 
the sensor above an object to record details of its 
magnetic response while using the scanning 
capability for background measurements and 
addressing different samples.  

Traditionally, this technique is used with so called 
DC SQUIDs, whose I-V characteristic changes in 
response to a magnetic flux threading its sensing 
loop. Typical sensor noise levels exceed 0.2 

. We are developing devices which are 
instead read out by reflecting a microwave carrier. 
As for typical DC SQUIDs for scanning 
microscopy, the sensors are designed in a 
gradiometric layout with two counter-wound pickup 
coils. These are placed on opposite corners of a 
parallel-plate capacitor (Fig. 1a). Around each of 
the pickup loops, a field coil for local application of 
magnetic fields is located. The counter-wound 
geometry ensures an effective way to cancel out 

externally applied flux by the field coils as well as 
possible background fields. The pickup-coils and 
the capacitor form an LC resonator with a flux 
dependent inductance due to a Josephson 
junction in one of the parallel arms of the 
resonator. Different designs feature resonance 
frequencies in the range of a few up to 
approximately 15 GHz. The backward field coil (or 
alternatively an inductively coupled wire with lower 
inductance) can also be used to apply a bias flux 
so that the sensor can be operated at its most 
sensitive point. 

 

FIG. 1 (a) Schematic of the sensor chip. The multi-layer 
structure is defined by using high-resolution lithography. 
Pickup loop sizes (red loop in magnification) vary 
between 0.5 to 1.5 µm. (b) Signal amplitude and phase 
as functions of either frequency or flux. By tuning the 
flux-bias point of the device and setting the drive to 
higher powers, the resonator undergoes a change from 
the linear (red curve) to the nonlinear regime (blue 
curve). This increases slope of the phase change at 
resonance, d /d , leading to higher sensitivity and 
parametric gain. 

The microwave readout relies on a change of the 
resonance frequency in response to a flux signal 
seen by the SQUID, which is connected to a 
coaxial cable. As a result, a resonant excitation 
signal launched towards the SQUID is reflected 
with a flux-dependent phase (Fig. 1b). The highest 
sensitivity is achieved by making use of the 
inherent nonlinearity of the device arising from the 
nonlinear inductance of the Josephson junction. It 
leads to a steepening of the transfer function (and 
shift of the resonance frequency) at high excitation 
power (parametric gain, Fig. 1b). At even higher 
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power, the SQUID undergoes a bifurcation. 
Hence, a crucial factor for optimum noise 
performance is the fine tuning of the excitation 
power. The best working point is just before 
bifurcation sets in. This point is a function of 
external magnetic field (bias flux) and excitation 
frequency.  

 

FIG. 2: Experimental setup for characterization. The 
excitation signal RF-1 is coupled to the SQUID  
excitation line. A digital step attenuator is used to change 
power in 0.5 dB steps. The reflected signal is amplified 
with a low temperature amplifier at LHe temperatures. 
After further amplification the signal is demodulated at 
room temperature. 

We conducted first characterizations of different 
devices at 4.2 K. The setup used to characterize 
the RF SQUIDs is shown in Fig. 2. To shield the 
SQUID from room temperature noise, the 
excitation signal has to be attenuated at low 
temperatures. The phase of the reflected signal is 
read out with the help of an IQ mixer in order to 
extract a low frequency signal.  

To find the best working point, frequency, power 
and applied flux have to be optimized. Fig. 3 
shows the measured SQUID sensitivity for fixed 
external flux. Setting the power within an optimal 
working bias (dashed box, Fig. 3), a second scan 
is performed, sweeping the externally applied flux 
(Fig. 4) at fixed excitation power. Finally, biasing 
the device at the optimal working point, the overall 
flux noise is reduced to a minimum of 30 , 
nearly an order of magnitude lower than 
comparable DC SQUIDs. A fit of the resonance 
frequency vs. flux yields a critical current of the 
Josephson junction of 3 µA, corresponding to 
approximately 30% of the planned design value. 
Improvements in the fabrication process could 
thus lead to even better sensitivities. Simulations 
and an extrapolation from our results indicate that 
values as low as 10  could be possible. 
With the sub-micron pickup loop diameter of our 

devices, this noise level would correspond to a 
spin sensitivity near 1  and might thus 
enable the detection of individual electron spins. 

 

FIG. 3 Decadic logarithm of the estimate flux noise  
[  ], where  at a flux bias of 0.2 .,  , 
obtained by dividing the change of reflected microwave 
signal with flux by the expected amplifier and drive line 
noise. The bifurcation is visible within the solid box. The 
optimal working bias lies within the dashed box at 
resonance. 
 

 
FIG. 4 Decadic logarithm of flux noise  [  ]. 
The power is set to -87 dBm at optimal working bias. The 
solid box denotes the best working point in flux bias, 
minimizing the overall noise. 

In conclusion, we implemented a novel type of 
SQUIDs using dispersive microwave readout and 
showed that their sensitivity can be expected to 
significantly exceed that of conventional SQUIDs. 
A key ingredient is to harness the nonlinearity of 
the device. Future work will include a 
characterization of the bandwidth, which is 
expected to exceed 100 MHz for the highest 
frequency devices, and a direct verification of the 
noise performance. We are also constructing a 
scanning microscope designed to operate at 
millikelvin temperatures. In conjunction with the 
SQUIDs, it will provide a powerful tool for the study 
of weak magnetic effects possibly down to the 
single spin level and quantum coherent 
phenomena.  

This work was supported by NSF IMR-MIP grant 
No. 0957616 and the Alfried Krupp von Bohlen 
und Halbach – Foundation.  
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Detection of Liquids based on 
Reflectance Measurements with  
High-Tc Superconducting Sensors 

M. Lyatti, U. Poppe, and Y. Divin 
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Future checkpoint screening should include 
quick detection of liquids with a low rate of 
false alarms. An approach based on 
reflectance measurements in a spectral range 
of main dispersions of liquids, from a few GHz 
to a few THz, has been recently suggested. 
High-temperature (high-Tc) superconducting 
sensors, which operate in this spectral range 
with a power dynamic range of more than five 
orders, might guarantee high accuracy and 
short time of identification. Several set-ups of 
liquid identifiers, consisting of high-Tc 
superconducting Josephson sensors, 
radiation sources, quasioptical and waveguide 
coupling units have been developed and 
characterized. Comparison of quasioptical and 
waveguide coupling units shows advantages 
of waveguide approach in frequency range and 
selectivity of the detection of liquids. 

Bottles with liquids, which might contain 
flammables, explosives or their components, are 
of severe security concern. To distinguish between 
benign and threat liquids, we have suggested an 
electromagnetic-wave concept based on our 
Hilbert spectroscopy and high-Tc superconducting 
Josephson sensors [1]. This approach covers a 
frequency range of main dispersions in liquids, 
from a few GHz to a few THz, and thus 
significantly enhances reliability of identification in 
comparison with conventional approaches, where 
only low-frequency measurements are used. The 
high-Tc Josephson sensors, due to high power 
dynamic range, guarantee fast operation of the 
identifier. Reliable identification of liquids, both 
benign and threat, within an accuracy of 0.3% was 
successfully demonstrated using quasioptical 
reflectance measurements in a special dielectric 
cell [2]. However, this quasioptical approach 
suffers from large diffraction losses at low 
frequencies. Here, we present the radiation 
coupling unit made from a dielectric waveguide, 
characterize our set-ups for broadband reflectance 
measurements and compare detection abilities of 
quasioptical and waveguide coupling units in 
identification of liquids.

The spectral range of dispersion in liquids due to 
Debye relaxation is rather broad and extends from 
100 MHz to a few THz. The differences in 
reflectance for practically all pure liquids are 
relatively high, but the relative difference for water 
and H2O2 is only of a few percent. This difference 

in reflectivity might be of different signs and even 
lower in absolute values for H2O2/H2O mixtures [3].  

Our high-Tc Josephson sensors can operate at this 
frequency range and demonstrate a power 
dynamic range of 50-60 dB for a postdetection 
bandwidth of 1 Hz [1]. Taking into account a noise 
level of a cryogenic amplifier of 0.15 nV/Hz1/2 and 
a value of the time constant of a lock-in amplifier of 
1 ms, we might achieve a value of 32 dB for the 
power dynamic range. This signal-noise ratio is 
sufficient to distinguish between calculated 
reflectivities of H2O and 30%H2O2/H2O solution [3].  

In these measurements we used an YBa2Cu3O7-x 
Josephson sensor integrated into a Stirling cooler. 
More details about our high-Tc sensors and Hilbert 
spectrometers, operating with Stirling coolers, and 
also their applications for identification of liquids 
can be found elsewhere [2]. To study identification 
process, we have developed two set-ups, where 
radiation is coupled to liquid in deferent ways. In 
the first set-up we used quasioptics (Fig. 1) and 
dielectric waveguides were used in the second 
set-up (Fig. 2). 

In the quasioptical set-up (Fig.1), a polychromatic 
radiation from a composite radiation source was 
focused by a gold-plated elliptical mirror on a 
bottle, and the radiation, reflected from the bottle, 
was focused on the Josephson sensor with the 
help of the second elliptical mirror. 

In set-up with waveguide coupling (Fig 2), the 
radiation from different radiation sources is 
coupled to a central waveguide by proximity 
radiation coupling. Then, the radiation is guided to 
a prism and coupled to the liquid. After reflection 
from the liquid the radiation is directed by another 
waveguide to the Josephson sensor. The 
waveguides and the prism were made of high- 
density polyethylene as one unit to avoid radiation 
losses.  

FIG. 1. Demonstrator of liquid identifier with quasioptical 
coupling
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FIG. 2. Demonstrator of liquid identifier with waveguide 
coupling.

Several pure liquids such as water, acetone, 
methanol and ethanol were used to test both types 
of the liquid identifiers. The results of 
measurements for both types of identifiers are 
shown in Fig. 3 and Fig. 4 with respect to the 
average value of the response of water.  

Data for quasioptical radiation coupling (Fig. 3) 
were reliably obtained at the frequency range from 
30 to 300 GHz. A frequency-selective mode of a 
Josephson sensor was used, where information on 
frequencies and power levels of spectral lines is 
available. The reflection values varied in an 
extended amplitude range from maximum value of 
1 for water to a minimum value of 0.16 for ethanol. 
Qualitatively, the response values follow to the 
reflection coefficients of the liquids, but for a 
quantitative analysis integration over a broad 
range of incidence angles should be considered. 

 
FIG. 3. Response of liquid identifier with quasioptical 
coupling on different liquids. Responses are normalized 
on that of water. 

With waveguide coupling, reflection data are 
available in extended range from 1 to 300 GHz 
(Fig. 4). For measurements at frequencies below 
30 GHz we have used a broadband mode of the 
Josephson sensor, where the response is 
proportional to total adsorbed radiation power.  

At low frequencies, when a wavelength of radiation 
is comparable to the waveguide length, the 
waveguide can be considered as a resonator with 
multiple resonance frequencies. The resonance 
frequencies and the quality factor of such a 

 

FIG. 4. Response of liquid identifier with waveguide 
coupling on different liquids. Responses are normalized 
on that of water. 

resonator are changed when the cell with liquid is 
attached to the waveguide. Higher electromagnetic 
losses of liquid should result in lower values of 
response, because a Q-factor of the resonator 
decreases. A resonator model of this type is in 
agreement with our data.  

At high frequencies, when radiation wavelength is 
smaller than all characteristic lengths of 
waveguides, the response of the Josephson 
sensor is proportional to the reflectivity of the PE-
liquid interface. The reflectivity of substance with 
losses can be calculated from the Fresnel 
equations [4]. The measured reflectance values 
are in good agreement with calculated data.  

The waveguide version of the identifier is leading 
to a more reliable liquid identification compared to 
the quasioptical version. Moreover, a more simple 
way of data recovery makes the waveguide 
approach preferable for scientific applications, 
when the knowledge of absolute values of the 
complex permittivity is required. 

In this work we have tested quasioptical and 
waveguide versions of a liquid identifier. Due to an 
extended frequency range and a different 
measurement technique, the signature of liquids is 
more specific in the case of the waveguide 
coupling, which makes the liquid identification in 
this case more reliable, than in the case of the 
quasioptical coupling. 

This work is supported by the joint project HRJRG-
207 of Helmholtz Association of German Research 
Centers and Russian Fund for Basic Research 
(project 11-02-91321-SIG_ ). 
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We have investigated the microstructural and 
electron transport properties of 45

o
 step-edge 

Josephson junctions grown on MgO 
substrates and used them for the preparation 
of SQUID magnetometers intended for 
magnetoencephalography (MEG) measurement 
systems. The high-Tc SQUID magnetometers 
also incorporate 16 mm multilayer 
superconducting flux transformers on the MgO 
substrates and demonstrate a magnetic field 

resolution of ~ 4 fT/ Hz at 77 K. Results are 
illustrated for the detection of auditory evoked 
magnetic responses of the human cortex and 
compared between high-Tc SQUIDs and a 
commercial low-Tc MEG system. Our results 
demonstrate that MEG systems can be 
upgraded using high-Tc SQUIDs to make them 
independent of helium and more user-friendly, 
saving operating costs and leading to the 
widespread utilization of MEG systems in 
clinical practice and at universities. 

Magnetoencephalography (MEG) systems are 
currently based on low-Tc superconducting 
quantum interference devices (SQUIDs), which 
are cooled by liquid helium. The increasing cost of 
liquid helium is one of the main obstacles for the 
acceptance of MEG in research and clinical 
practice. For most routinely used MEG systems, a 
magnetic field resolution of better than 10 fT/ Hz 
in the frequency range 1 Hz to 1 kHz would be 
sufficient. High-Tc SQUIDs with multilayer flux 
transformers have a good chance of being used as 
magnetic field sensors in future MEG systems 
because they have a magnetic field resolution of ~ 
4 fT/ Hz at 77 K for a 16 mm sensor [1, 2].

Typically, the high-Tc SQUIDs with such resolution 
contain bicrystal Josephson junctions. The use of 
readily available and relatively cheap step-edge 
Josephson junctions on single crystal substrates 
instead of bicrystal Josephson junctions can 
further improve the sensitivity and reduce the cost 
of high-Tc sensors. However, better control of the 
parameters of the junctions is required. Here we 
describe the microstructural and electron transport 
properties of multilayer high-Tc DC SQUID 
magnetometers with step-edge Josephson 
junctions and compare MEG measurements 
obtained using a high-Tc system with those 
obtained using a commercial low-Tc system [3]. 

The high-Tc DC SQUID flip-chip magnetometers 
were fabricated with YBa2Cu3O7-x (YBCO) films 
deposited by high-oxygen-pressure magnetron 
sputtering from stoichiometric polycrystalline 
targets. An image of the inner part of the SQUID 
structure, taken using a scanning electron 
microscope (SEM), is shown in Fig. 1. The step-
edge junctions on MgO substrate steps were 
prepared by using masks of AZ TX1311 
photoresist patterned by deep-UV lithography, 
using a two-part milling process [4] with Ar ion 
beam etching (IBE). 

 

FIG. 1: SEM image of a high-Tc DC SQUID with two 
step-edge Josephson junctions and a 1 mm washer. The 
position of the step-edge junctions is marked by an 
arrow. 

This second etching of the MgO substrate with 
steps using IBE produced linear trenches along 
[100] and [010] directions on the surface. SEM 
images of the step edge area made before 
lithography showed growth spirals with 1 nm steps 
on the surface of the grains, with the orientation of 
the a- or b- axes of the YBCO film aligned in-
plane, normal to the corners of the step. Fig. 2 
shows an SEM image of an individual step-edge 
Josephson junction on an MgO substrate. The 
surface morphology of the grains in the YBCO film 
indicates that the orientation of the c-axis of the 
YBCO film on the step edge surface differs from 
the film orientation on the plane surface. 

FEI Helios Nanolab 400s FIB system was used to 
prepare a ~100 nm thick lamella for HRTEM. This 
lamella was transferred into a Philips CM-20 
microscope and HRTEM images of the step-edge 
junction were taken. 
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SEM image of an individual step-edge Josephson 
junction on an MgO substrate. The orientation of the c-
axis of the YBCO film on the step edge surface differs 
from the film orientation on the plane surface. 

Fig. 3 shows an HRTEM image of the YBCO film 
deposited on the upper corner of the substrate 
step. The ab-planes of the film are not parallel to 
the surface of the edge, while the GB has exactly 
a 45o misorientation. The c-axis of the YBCO film 
is oriented parallel to the [011] orientation of the 
MgO at the edge. This image shows a combination 
of graphoepitaxial in-plane and epitaxial out-of-
plane growth of the YBCO film on the step edge of 
the MgO substrate. In contrast to [4], the c-axis of 
the YBCO film is not normal to the step edge 
surface but forms a near coincidence site lattice 
arrangement. 

 

HRTEM image of the YBCO film deposited on the 
upper corner of the substrate step. 

The properties of the 45o [100]-tilted GB of the 
step-edge junction are similar to those of the 22.5o 
[001]-tilted GB of a standard bicrystal Josephson 
junction, according to the angular dependence of 
the superconducting gap function for the dx2-y2 

pairing symmetry in YBCO in momentum space: 
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y
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where  is the in-plane misorientation angle along 
the [001] axis and  is the out-of-plane 
misorientation angle along the [100] axis. 

The magnetic field resolution of the high-Tc system 
was ~5 fT/ Hz with the high-Tc magnetometer 
operating at 77 K in the superconducting shield 
and ~7 fT/ Hz (white noise level) at 77 K. The 
MEG measurements were performed in an 
magnetically shielded room using both a one-
channel high-Tc DC SQUID measurement system 
and a commercial 248-channel low-Tc MEG 

system (9mm low-Tc SQUID magnetometers; 
“Magnes© 3600 WH” 4D-Neuroimaging) [2]. The 
analog output from the high-Tc system was 
connected to a 16-bit analog-to-digital converter 
port available on the low-Tc system with a 
sampling rate of 678 Hz and processed together 
with the signals from the low-Tc magnetometers. 

 

FIG. 4: Auditory evoked MEG signals acquired with the 
low-Tc whole-head system (lower curve) and the high-Tc 
system (upper curve). 

Auditory signals were generated by electrostatic 
drivers outside the shielded room and the sound 
was transmitted via flexible tubes to the ears of the 
subject. Positions with maximum response 
obtained from whole-head recordings were used 
as starting positions for the high-Tc recordings. 
Fig. 4 shows an example of auditory evoked MEG 
signals acquired with the low-Tc whole-head 
system and the high-Tc system. Both data sets 
show averages over 100 epochs and were band-
pass filtered from 3 to 30 Hz. The traces obtained 
from both the high-Tc and the low-Tc systems 
demonstrate similar signal-to-noise ratios in spite 
of the 18 times difference in the operating 
temperatures of the sensors. 
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We present a multi-tip scanning tunneling 
microscope (STM) where four independent 
STM units are integrated on a diameter of 50 
mm. The coarse positioning of the tips is done 
under the control of an optical microscope or 
an SEM in vacuum. The heart of this STM is a 
new type of piezoelectric coarse approach 
called KoalaDrive

®
. The compactness of the 

KoalaDrive
®
 allows building a four-tip STM as 

small as a single tip STM with a drift of less 
than 0.2 nm/min at room temperature and 
lowest resonance frequencies of 2.5 kHz (in xy) 
and 5.5 kHz (in z). We present as examples of 
the performance of the multi-tip STM four point 
measurements of silicide nanowires and 
graphene. 

The controlled fabrication of self-organized 
nanostructures with dimensions in the single digit 
nanometer range is becoming possible. However, 
the measurement of charge transport through such 
nanostructures is still a challenge. Our approach is 
to establish contacts by a multi-tip STM in order to 
enable charge transport measurements at the 
nanoscale.  

In order to perform stable electrical measurements 
at the nanoscale an ultimate mechanical stability 
of the instrument is required. We developed an 
instrument with currently unsurpassed stability 
using a new kind of nanopositioner, recently 
developed in Jülich: the KoalaDrive®, which is 
described in detail in Ref. [1]. With this positioner 
as key element, it was possible to develop an 
ultra- compact multi-tip scanning probe instrument 
with an outer diameter of 50 mm and with a drift of 
less than 0.2 nm/minute at room temperature, as 
shown in Fig1 (a). The coarse motion of the four 
tips and the sample can be observed by an optical 
microscope from below, or in vacuum by a 
scanning electron microscope.  

In the following we report on measurements 
performed with our multi-tip instrument. These 
results obtained demonstrate a proof of principle 
for electrical measurements on the nanoscale with 
a four tip STM. Performing electrical measure-
ments with a four-tip STM is more than to have 
four tips and to be able to scan with them. 
Concerted measurements of currents and voltages 
with all four tips have to be performed on a real 
time basis.  

 

 

FIG. 1: (a) Photo of an ultra-compact four-tip STM with 
an outer diameter of 50 mm. (b) Each tip can be 
operated as current probe or voltage probe. Thus 
"concerted" spectroscopic measurements involving all 
four tips are possible. 

Our electronics allows operating each tip either as 
current probe, or as voltage probe as shown in 
Fig1 (b). Before a n electrical measurement all four 
tips are scanning in STM mode and positioned to 
the desired positions at desired positions on the 
sample. A typical measurement is performed as 
follows: The feedback (e.g. for all four tips) is 
disabled and the tips are approached towards the 
sample by a desired distance. Subsequently, 
different I/V ramps are applied between different 
tips (and/or the sample).  

In the simplest case a current is injected between 
the two outer tips and a potential difference is 
measured between the inner tips (classical four 
probe measurement). However, also various kinds 
of other measurements can be performed. If all 
desired voltage ramps are finished the tips are 
moved back to the original tunneling tip-sample 
distance and the feedback is resumed. In this way 
the electrical measurements on the nanoscale can 
be performed completely nondestructive. 
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As an example we show a four-tip measurement at 
an yttrium silicide nanowire. The yttrium silicide 
nanowires were grown by depositing 0.6 nm 
yttrium at 1070 K sample temperature. Due to the 
crystal structure of the Si(110) substrate the 
silicide nanowires are aligned along one direction  

which is vertically in the SEM image shown in Fig. 
2. The silicide nanowires have a height of 5 – 30 
nm, a width between 30 – 50 nm and length of 
several micrometers. The four tips of the STM are 
positioned in a line in order to contact one 
nanowire as shown in Fig.2.  

 

FIG. 2: SEM image of Y-silicide nanowires grown on 
Si(110). Due to the crystal symmetry of the Si(110) 
substrate the silicide nanowires are aligned in the vertical 
direction. The four STM tips are positioned in a line in 
order to contact one nanowire. 

In principle the current injected by one of the outer 
probes can run not only through the nanowire as 
desired, but can also leak to the silicon substrate. 
In this context it is important to keep in mind that 
the interface between silicide nanowire to the 
silicon substrate forms a Schottky barrier. If this 
Schottky barrier is reverse biased, no current will 
flow to the substrate. We confirmed this by 
measuring the current to the substrate by a fifth 
current preamplifier Fig.1 (b). If the Schottky 
barrier was reverse biased, only a negligible 
current was detected proving that the current runs 
almost only through the silicide nanowire. 

After establishing a current through the nanowire 
by the outer probes, the potential of the inner 
probes was determined. A voltage difference of 
167 mV was measured between the inner tips 
while a current of 200 µA was injected by the outer 
tips. This results in a resistance of in a resistance 
of 935 . Taking into account the distance 
between the inner tips (2.4µm), as well as the 
height (~15 nm) and the average width (~50 nm) 
of the nano wire, results in a resistivity of 26 µ  
cm. This value can be compared to a resistivity of 
about 50 µ  cm measured on thin yttrium silicide 
thin films [3,4]. This value is also comparable to 
the resistivity measured before on cobalt silicide 
nanowires using multi tip scanning tunneling 
microscopes [5].  

We have shown that the development of a new 
type of piezoelectric motor serves as the basis for 
ultra-compact scanning probe microscopes. The 
KoalaDrive® can tap its full potential for the 
miniaturization in the case of multi tip scanning 
probe instruments. We constructed an ultra-
compact multi-tip STM with an outer diameter of 
50 mm with a drift of less than 0.2 nm/min at 
ambient conditions, which is now also 
commercially available [6]. This instrument can be 
combined with an optical microscope or a SEM in 
order to navigate the positioning of the tips. We 
demonstrate the capabilities of the instrument by 
four point measurements at an yttrium silicide 
nanowire. Here, concerted measurement 
processes starting and ending with the tips in 
tunneling conditions are essential in order to 
perform nondestructive electrical measurements at 
the nanoscale. 
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The efficiency of luminophores to convert 
impinging short wavelength radiation into 
visible (VIS) light and their self-absorption of 
the converted light has been investigated. Five 
scintillator crystals and seven phosphors were 
illuminated with extreme ultraviolet (EUV) 
radiation of 13.5 nm wavelength and the 
converted light measured with a photo diode. 
Parallel measurements of the EUV radiation 
with a dose monitor enabled the calculation of 
the conversion efficiency. Furthermore, the 
self-absorption of the samples has been 
investigated with a broadband VIS 
spectrometer. This has allowed estimating the 
change of the conversion efficiency with the 
sample thickness. 

Imaging in the extreme ultraviolet wavelength 
regime is challenging, due to the light’s short 
penetration depth of a few hundred nanometers for 
solid materials [1]. Consequently, front side 
illuminated cameras cannot be used, as the 
uppermost layers thickness of silicon and silicon 
oxide is around 500 nm [2]. One imaging solution 
in the EUV is the use of a luminophore linked with 
a VIS camera [3]. The efficiency of this approach 
depends on conversion efficiency of luminophores, 
the degree of self-absorption of the reemitted light 
and their long term stability. In literature the 
properties of luminophores are widely studied, but 
mostly with particle or x-ray excitation [4]. 
Furthermore, a comparison between reported 
literature values is difficult, because the properties 
of luminophores are strongly dependent on their 
doping, which mostly is not documented [3]. For 
the choice of a proper luminophore for a certain 
application in the EUV, investigations of 
luminophore properties are mandatory. 

In this work conversion efficiency and self-
absorption of 12 luminophores (5 scintillators 
manufactured by Korth Kristalle GmbH and 
7 phosphors from PhosphorTech Corporation) 
have been investigated. The conversion efficiency 

conv is defined as the ratio between the measured 
meas and the ideal photon yield ideal. Here the 

photon yield is the number of reemitted photons 
per impinging EUV photon. The reemitted light is 
radiated into 4  sr solid angle, but can only be 
detected in 2  sr with a plane detector. The ideal 
photon yield is therefore determined by the half of 
the energy ratio of the incident and the reemitted 
photon (Table 1). 

 

Sample LiF Csl:TI BaF2 
1
 CaF2:Eu YAG:Ce Y550 

 [nm] 410 560 310 
220 

435 550 550 

n 
2
 1.4 1.8 1.5 

1.5 
1.4 1.8 1.7 

ideal 15.2 20.7 11.5 
8.2 

16.1 20.4 20.4 

Sample Y560 G540 R620 R650 P1 P43 

 [nm] 560 545 620 650 528 545 

n
b
 1.7 1.5 1.5 1.5 2.2 2.3 

ideal 20.7 20.2 23.0 24.1 19.4 20.2 

Table 1: Properties of the investigated samples 
1 BaF2 emits in two wavelengths  
2 refraction index at the emission wavelength 

 

 

FIG. 1: Photograph of the experimental setup. (1) EUV 
source, (2) aperture, (3) multilayer mirror spectral band-
pass filter and (4) sample chamber with dose monitor, 
sample and photo diode (not shown: oscilloscope for 
detection of dose monitor- and photodiode signals) 

 

 

FIG. 2: Scheme of the light propagation through the 
experimental setup. (1) EUV source, (2) aperture, 
(3) multilayer mirror spectral band-pass filter, (4) dose 
monitor, (5) sample and (6) photodiode 
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The scintillator samples had a diameter of 10 mm 
and a thickness of 3 mm, the 10 µm thick 
phosphor layers had been deposited on fused 
silica substrates of 12.5 mm diameter and 3 mm 
thickness. All samples had been measured in the 
experimental setup shown in FIG. 1 and FIG. 2. 
The experimental setup consists of a EUV source, 
which emits light into 4  sr solid angle. The light 
cone is tailored to the required size by an aperture 
in the beam path. The light which passed the 
aperture is spectrally filtered by a band-pass EUV 
filter. This filter consists of two multilayer mirrors, 
which have their peak reflectivity at 13.5 nm. The 
band-width of the band-pass filter is 4% around 
13.5 nm. After the band-pass filter, the light 
passes through the dose monitor. This consists of 
a 200 nm thin Zr-foil and measures the amount of 
photoelectrons excited in the foil by the partially 
absorbed EUV radiation. The dose monitor is 
calibrated to provide an absolute number of EUV 
photons transmitted through the foil. The 
transmitted EUV light is then hitting the sample, 
where it is converted into VIS light. The reemitted 
VIS light is detected by a photodiode within a 
certain solid angle , which is determined by the 
distance to the diode, the size of the diode and a 
refractive index of a luminophore (see Table 2). 
The signals of the photodiode and the dose 
monitor are recorded by an oscilloscope. 
The measured photon yield meas is then 
calculated as the ratio of the amount of EUV 
photons hitting the sample and the amount of VIS 
photons, measured by the photodiode. The 
amount of EUV photons is calculated from the 
signal of the dose monitor and the amount of VIS 
photons is extracted from the measured 
photodiode current. With meas and the ideal 
photon yield ideal (Table 1), the conversion 
efficiency in the corresponding solid angle  is 
calculated (Table 2). 
 

Sample LiF Csl:TI BaF2 CaF2:Eu YAG:Ce Y550 

conv [%] 0.11 0.04 0.28 * 0.67 1.54 5.00 

 [1/mm] 0.012 0.041 0.016
0.012 

0.014 0.305 - 

 [sr] 1.793 1.135 1.592 1.793 1.135 1.214 

Sample Y560 G540 R620 R650 P1 P43 

conv [%] 4.42 1.31 2.83 1.36 3.60 15.59 

 [1/mm] 42.85 41.13 79.90 71.39 22.33 69.42 

 [sr] 1.214 1.576 1.576 1.576 0.718 0.656 

Table 2: conversion efficiencies conv, absorption 
coefficients  and detectable solid angles  of the 
investigated samples  
* Sum of the weighted efficiencies for both emitted wavelengths 

To determine a degree of self-absorption of the 
VIS radiation, the samples were illuminated at their 
emission wavelengths in a Lambda1050 
broadband spectrometer. The transmitted light 
was measured by a photodiode inside an 
integration sphere. Taking into account reflection 

losses and known sample thickness, the 
absorption coefficient  had been calculated, using 
the Beer-Lambert law (Table 2). 
With the known absorption coefficient , the 
conversion efficiency as a function of sample 
thickness is calculated (FIG. 3 and FIG. 4). 

 

 

FIG. 3: Conversion efficiencies of the scintillator samples 
as a function of sample thickness 

 

FIG. 4: Conversion efficiencies of the phosphor samples 
as a function of sample thickness 
 

Generally, the investigated phosphors show higher 
conversion efficiencies in comparison with the 
scintillators. On the other hand, the scintillators 
show significantly lower self-absorption, which 
allows the fabrication of thick (and therewith solid) 
screens or windows. Among the investigated 
samples best efficiencies have been obtained with 
P43 phosphor and YAG:Ce scintillator crystal.  

This work was supported by Ali Benmoussa from 
the Royal Observatory of Belgium, who supplied 
the phosphor coated samples. 
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